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Abstract— Although a digital controller operating in a
sampled-data control system has access to the sampled error
signal, the intersample behavior (ripple) is relevant to the
overall performance. This paper thus investigates the tradeoff
between the sample error and ripple for a system with a lightly
damped mode and harmonic disturbance. The approach is
based on an approximate expression for the harmonic-steady-
state response of the closed-loop system. Numerical optimization
of the ripple provides an optimal tradeoff between the peak
sample error and peak ripple. Fast sampling as well as the
effect of modal folding and disturbance aliasing are considered.

I. INTRODUCTION

For control applications involving continuous-time plants,
the control system is typically implemented with a digital
controller connected through analog-to-digital (A/D) and
digital-to-analog (D/A) devices. The resulting sampled-data
control system thus has access to the error signal at the
sampling times, but not between samples. The intersample
behavior contributes to the performance of the control system
in practice, however, and thus its magnitude must be taken
into account in the design process [1], [2], [3].

In steady-state operation, the intersample behavior is
called ripple, and it has been shown that, in special cases,
it is possible to reduce the ripple to zero [4], [5], [6], [7].
However, these are special cases focusing on tracking, and
thus it is almost always the case that the ripple is nonzero in
the case of a harmonic disturbance. This raises the question
as to the extent to which it is possible to suppress ripple [8].

One approach to suppressing the intersample magnitude
is to synthesize feedback controllers that are optimal in the
sense of the induced H2 and H∞ norms of the sampled-data
system [9], [10], [11]. As stated in [11, p. 160], “optimal
design based on discrete performance specs alone may be ill-
posed because intersample behaviour is completely ignored
and the behaviour at sampling instants is over-emphasized.”

The present paper considers a more limited problem,
where the disturbance is a single harmonic and the plant
consists of a single lightly damped mode. For plants of
this type, which may be reminiscent of a vibrating structure
subject to harmonic periodic disturbances, it is often the case
that either the disturbance frequency or the modal frequency
lies above the Nyquist rate. This situation gives rise to either
modal folding or disturbance aliasing. The usual approach in
practice is to include an anti-aliasing filter to attenuate the
effect of modal folding and disturbance aliasing. As stated
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in [11, p. 30], “it is a good idea to include [an antialiasing
filter] at the start of the analog design so that there are no
surprises later due to additional phase lag.” However, an
antialiasing filter cannot completely remove these effects. It
should be mentioned that sampling causes folding whether
or not a lightly damped mode is present in the system. In
particular, the discrete-time frequency response of a linear
continuous-time plant discretized with sampling and zero-
order-hold signal reconstruction is determined by the folding
of all dynamics above the Nyquist frequency.

The present paper focuses on the problem of harmonic
disturbance rejection with and without modal folding and
disturbance aliasing. The objective of this work is to assess
the tradeoff between the error at the sampling times and
the intersample error. To do this, we focus on the peak
sample error and the peak ripple for the harmonic steady-
state response of the system. The tradeoff is assessed by
optimizing controllers based on an approximate expression
for the hamonic steady-state response of the sampled-data
system.

The contents of the paper are as follows. Section II
defines the problem formulation in terms of the underlying
continuous-time system and its discretization with A/D and
D/A devices. Section III analyzes the harmonic-steady-state
response of the closed-loop system. Section IV presents
numerical optimization of the controller under fast sample,
while sections V, VI, and VII consider the cases of modal
folding and/or disturbance aliasing. Conclusions are given in
Section VIII.

II. PROBLEM STATEMENT

Consider the SISO continuous-time linear time-invariant
system

ẋ(t) = Ax(t) +B(u(t) + w(t)), (1)
y(t) = Cx(t). (2)

where x(t) ∈ Rn is the state, u(t) ∈ R is the control
input, w(t) ∈ R is the disturbance, and y(t) ∈ R is the
measurement. Note that the disturbance and control input
are matched, and that the measurement is noise-free. Let G
denote the continuous-time transfer function from u+ w to
y.

The system (1), (2) is controlled by a discrete-time feed-
back controller in a sampled-data feedback loop. The mea-
surement y is sampled at the sampling times 0, Ts, 2Ts, . . . ,
and the control input is provided by zero-order-hold signal
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reconstruction. The discretized dynamics thus have the form

xd(k + 1) = Adxd(k) +Bd(ud(k) + wd(k)), (3)
yd(k) = Cxd(k), (4)

where xd(k)
4
= x(kTs), y(k)

4
= y(kTs), and ud is the

discrete-time control input. The matrices Ad and Bd of the
discrete-time dynamics are given by

Ad
4
= eATs , Bd

4
=

∫ Ts

0

eAtdtB. (5)

If A is nonsingular, then

Bd
4
= A−1(Ad − I)B. (6)

Let Gd denote the discrete-time transfer function from ud
to yd. Furthermore, the discrete-time disturbance signal is
given by [12]

wd(k)
4
=

∫ kTs

(k−1)Ts

eA(kTs−t)Bw(t) dt. (7)

For this paper, the dynamics consist of a single lightly
damped mode modeled by

A =

[
0 1
−ω2

n −2ζωn

]
, B =

[
0
1

]
, C = [1 0], (8)

where ωn is the natural frequency and ζ is the damping ratio.
The disturbance w is the harmonic signal

w(t) = α sin(ωdt+ φ) (9)
with amplitude α, frequency ωd, and phase shift φ. The
feedback controller is a linear SISO discrete-time controller
Gc. The discrete-time closed-loop transfer function G̃yd,wd

from wd to yd is thus given by

G̃ydwd
=

Gd

1 +GdGc
. (10)

III. ANALYSIS OF THE CLOSED-LOOP
HARMONIC-STEADY-STATE RESPONSE

The closed-loop sampled-data system is shown in Fig-
ure 1a, where

Gzoh(s) =
1− e−sTs

s
(11)

is the transfer function for the zero-order-hold. The combined
transfer function of the continuous-time dynamics and zero-
order hold is given by

Gh(s)
4
= G(s)Gzoh(s). (12)

Using (11), the output of the closed-loop system in Figure
1 is given by

ŷ(s) = G(s)ŵ(s) +Gh(s)ûd(e
sTs), (13)

where

ûd(z) = −Gc(z)ŷd(z). (14)
The Z-transform of the sampled impulse response of (13) is
given by

ŷd(z) = [Gŵ](z) +Gd(z)ûd(z), (15)
where [Gŵ](z) is the Z-transform of the sampled impulse
response of G(s)ŵ(s) [13, pp. 385–390].

Gc(z) Gzoh(s) G(s)

Ts
yd(k)

ŷd
(
esTs

)

ûd
(
esTs

)
ud(k) u(t)

û(s) ŷ(s)

ŵ(s) w(t)

y(t)

− +

(a)

Gh(s)

Ts
yd(k)

ŷd
(
esTs

)

ûd
(
esTs

)
ud(k)

ŷ(s)

ŵ(s)

w(t)

y(t)

−

G(s)

Gc(z)
+

(b)

Fig. 1. (a) shows the block diagram of the closed-loop sampled-data system.
(b) shows an equivalent block diagram, where the continuous-time dynamics
are merged with the zero-order hold.

Next, using (15) and the fact that

ûd(z) = −Gc(z)ŷd(z), (16)
ûd(z) can be written as

ûd(z) = −Gc(z)[Gŵ](z)−Gc(z)Gd(z)ûd(z), (17)
which yields

ûd(z) = −Gud
(z)[Gŵ](z), (18)

where

Gud
(z)

4
=

Gc(z)

1 +Gc(z)Gd(z)
. (19)

Now, substituting ûd(esTs) into (13) yields

ŷ(s) = G(s)ŵ(s)−Gh(s)Gud
(esTs)[Gŵ](esTs). (20)

Note that, since ŵ(s) cannot be factored out of (20), there
does not exist a transfer function from ŵ(s) to ŷ(s). The
second term on the right hand side of (20) is represented by
the block diagram shown in Figure 2.

Gud

(
esTs

)ŵ(s)
G(s) G(s)

Ts
Gzoh(s)

w1(t) w2(t) w3(t)w(t)

Fig. 2. Block diagram representing the second term on the right hand side
of (20).

The output of Figure 2 with the input given by the
harmonic disturbance (9) can be constructed as follows.
First, let w1 denote the output of G(s) due to w. Next,
the harmonic-steady-state response of G due to w undergoes
a magnitude and phase shift, which yields the harmonic
response

w1ss(t)
4
= α|G(ωd)| sin(ωdt+ φ+ ∠G(ωd)). (21)
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The signal w1 passes through the sampler, yielding the
weighted impulse train

w2(t)
4
= w1(t)

∞∑
i=−∞

δ(t− iTs). (22)

The harmonic-steady-state response w2ss of the sampler is
given by

w2ss(t)
4
= w1ss(t)

∞∑
i=−∞

δ(t− iTs), (23)

which has the Fourier series

w2ss(t)
4
= α|G(ωd)|

1

Ts

∞∑
i=−∞

sin(ωit+ φ+ φi + ∠G(ωd)),

(24)
where, for all −∞ < i <∞,

ωi
4
= |ωd − iωs| , (25)

where ωs
4
= 2π

Ts
and φi is the associated phase shift caused by

the sampler at the frequency ωi. The cascade of Gud
(esTs),

Gzoh, and G(s) affects every frequency ωi, with a magnitude
and phase shift associated with the respective frequency [14].
In particular, the harmonic-steady-state impulse response of
the second term on the right hand side of (20) is given by

w3ss(t)
4
= α|G(ωd)|

1

Ts

∞∑
i=−∞

[
|G(ωi)||Gzoh(ωi)|

· |Gud
(eωiTs)| sin(ωit+ φ+ φi + ∠G(ωd)

+ ∠Gud
(eωiTs) + ∠Gzoh(ωi) + ∠G(ωi))

]
. (26)

Using (26), the harmonic-steady-state closed-loop response
of the sampled-data system is given by

yhss(t)
4
= α|G(ωd)|

[
sin(ωdt+ φ+ ∠G(ωd))

− 1

Ts

∞∑
i=−∞

[
|G(ωi)||Gzoh(ωi)||Gud

(eωiTs)| sin(ωit+φ+φi

+∠G(ωd)+∠Gud
(eωiTs)+∠Gzoh(ωi)+∠G(ωi))

]]
.

(27)
A truncated version of this expression will be used in the
next section to minimize the ripple.

IV. SAMPLE-ERROR/RIPPLE TRADEOFF UNDER FAST
SAMPLING

We consider the continuous-time plant (8) with natural
frequency ωn = 2π rad/s, damping ratio ζ = 0.05, and
disturbance frequency ωd = 2π rad/s. Furthermore, the
sample time is chosen to be Ts = 0.25 s, and thus ωs = 8π
rad/s. Note that the modal frequency ωn and the disturbance
frequency are both below the Nyquist rate ωNyq

4
= 1

2ωs =
π
Ts

= 4π rad/s.
For disturbance rejection, we use the closed-loop structure

shown in Figure 1b by optimizing the coefficients of a

discrete-time, second-order controller of the form

Gc(z) =
az + b

z2 + cz + d
. (28)

Using (27), the controller that minimizes the peak ripple of
the harmonic-steady-state closed-loop response is obtained
by solving the optimization problem

minimize
a,b,c,d

J = max(|yhss(t)|)

subject to ρ(G̃ydwd
) < 1, (29)

where ρ denotes the spectral radius. The optimization prob-
lem (29) is solved by using the Matlab functions fmincon and
GlobalSearch with yhss(t) given by (27) with the summation
truncated, where the 1000 lowest frequencies ωi are retained.

Applying the optimization procedure yields a controller
with J = 0.001134, more than two orders of magnitude
smaller than the open-loop value of 0.2533. The closed-loop
frequency response in Figure 4 shows that the controller
provides approximately 110 dB of disturbance rejection at
the sampling times. The controller is shown in Figure 5 and
is similar to an internal model controller. Since the opti-
mization does not enforce closed-loop stability, the resulting
controllers can produce an unstable closed-loop response.
Controllers that fail to stabilize the loop are shown in red
in Figure 3a, and Figure 3b shows only the controllers that
stabilize the loop. By retaining stabilizing controllers that
are Pareto optimal with respect to peak sample error and
peak ripple, the Pareto frontier in Figure 6 shows a tradeoff
between the steady-state error at the sampling times and the
steady-state error of the ripple.

V. SAMPLE-ERROR/RIPPLE TRADEOFF UNDER
DISTURBANCE ALIASING

We now consider (1), (2) but now with ωd = 10π rad/s,
which aliases to ωd = 2π rad/s. Optimizing the second-order
controller (28) under this disturbance yields J = 0.001055,
which is equal to the open-loop value. With the DC gain of
the optimized controller being -5.9790e-06, the optimization
reveals that using a second-order controller to suppress peak
ripple of the harmonic-steady-state response due to an aliased
disturbance does not provide any performance improvement
and is evidenced in Figure 8 by the frequency responses
of the open-loop and closed-loop systems being nearly
identical. The poles and zeros of the optimized controller
are shown in Figure 9. All of the controllers that stabilize
the closed-loop system are shown in Figure 7, and the
corresponding Pareto frontier in Figure 10 shows a tradeoff
between the peak harmonic-steady-state error at the sampling
times and the peak ripple.

VI. SAMPLE-ERROR/RIPPLE TRADEOFF UNDER MODAL
FOLDING

We now consider (1), (2) but now with ωn = 20π
rad/s and ωd = 2π rad/s. The lightly damped mode folds
onto the lower frequency dynamics when sampled at Ts =
0.25 s. Optimizing the second-order controller (28) yields
J = 0.0002186, a slight reduction from the open-loop cost
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Fig. 3. (a) shows the peak of the harmonic-steady-state response at the
sampling times versus the peak of the ripple during each iteration of the
global optimization process for the plant (1), (2) under fast sampling. The
result of the optimization is the point that minimizes the peak ripple. (b)
shows only the points corresponding to asymptotically stable closed-loop
systems.
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Fig. 4. Bode plots of the open and closed-loop discrete-time systems for
the fast sampled plant. Note the anti-resonance of the closed-loop system
at the disturbance frequency 2π rad/s.

J = 0.0002558. The frequency response in Figure 12 shows
a reduction in amplitude at the disturbance frequency. The
pole-zero plot of the optimized controller is shown in Figure
13. All the controllers that stabilize the closed-loop system
are shown in Figure 11, and the corresponding Pareto frontier
in Figure 14 shows a tradeoff between the peak harmonic-
steady-state error at the sampling times and the peak ripple.

VII. SAMPLE-ERROR/RIPPLE TRADEOFF UNDER MODAL
FOLDING AND DISTURBANCE ALIASING

Now considering the second-order system with natural fre-
quency ωn = 20π rad/s and disturbance frequency ωd = 10π
rad/s. The main plant mode folds onto the lower frequency

Fig. 5. Pole-zero plot of the optimized controller minimizing the peak
ripple for the fast sampled plant. Note that the controller is nearly an internal
model controller.
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Fig. 6. The Pareto frontier corresponding to the stabilizing controllers for
the plant (1), (2) under modal folding for the fast sampled plant. The frontier
shows a tradeoff between the peak steady-state error at the sampling times
and the peak intersample steady-state error.
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Fig. 7. Stabilizing second-order controllers obtained from the optimization
technique for the plant (1), (2) under disturbance aliasing.

dynamics, and the disturbance frequency aliases to ωd = 2π
rad/s when sampled at Ts = 0.25 s. Optimizing the second-
order controller yields in J = 0.0003370, which is equivalent
to the magnitude in open-loop harmonic-steady-state. The
controller has a DC gain of -1.3602e-05, which again shows
that the second-order controller does not provide any per-
formance improvement. This is evidenced by the frequency
responses of the open-loop and closed-loop systems being
identical as shown in Figure 16. The pole-zero plot of
the optimized controller is shown in Figure 17. All of the
controllers that stabilize the closed-loop system are shown in
Figure 15, and the corresponding Pareto frontier in Figure 18
shows a small tradeoff between peak harmonic-steady-state
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Fig. 8. Bode plots of the open and closed-loop discrete-time systems
for the plant (1), (2) under disturbance aliasing. The open and closed-loop
frequency responses are nearly equal. Note the controller does not try to
perform disturbance rejection of the 10π rad/s disturbance at its associated
aliased frequency 2π rad/s.

Fig. 9. Pole-zero plot of the optimized controller minimizing the peak ripple
for the plant (1), (2) under disturbance aliasing showing that all controller
poles were placed near the origin.
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Fig. 10. The Pareto frontier corresponding to the stabilizing closed-
loop controllers for the plant (1), (2) under disturbance aliasing. These
controllers show a tradeoff between the peak harmonic-steady-state error
at the sampling times and the peak ripple.

error at the sampling times and the peak ripple.

VIII. CONCLUSIONS AND FUTURE RESEARCH

This paper investigated the tradeoff between the peak
sample error and the peak ripple in the closed-loop harmonic-
steady-state response. Four cases were considered, namely,
fast sampling, disturbance aliasing, modal folding, and com-
bined modal folding and disturbance aliasing. For each case,
parameter optimization was used to obtain controllers whose
peak sample error and peak ripple form a Pareto front
characterizing the optimal tradeoff between these perfor-

Fig. 11. Stabilizing second-order controllers obtained from the optimization
technique for the plant (1), (2) under modal folding.
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Fig. 12. Bode plots of the open and closed-loop discrete-time systems for
the plant (1), (2) under modal folding. Note the slight reduction in magnitude
at the disturbance frequency.

Fig. 13. Pole-zero plot of the optimized controller for the plant (1), (2)
under modal folding.

mance metrics. Table I summarizes the properties of the
achievable tradeoff in each case. Future research will explore

TABLE I
SUMMARY OF THE OPTIMIZATION RESULTS

ωd

ωn Not Folded Folded

Not
Aliased

Able to minimize peak
ripple. Tradeoff between
peak sample error and
peak ripple exists.

Able to minimize peak ripple
by a small amount. Tradeoff
between peak sample error
and peak ripple exists.

Aliased Not able to minimize
peak ripple. Pareto fron-
tier shows that minimiza-
tion of peak sample error
is possible.

Not able to minimize peak
ripple. The Pareto frontier
shows small tradeoff be-
tween peak sample error and
peak ripple.
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Fig. 14. The Pareto frontier corresponding to the stabilizing controllers for
the plant (1), (2) under modal folding. The frontier shows a tradeoff between
the peak steady-state error at the sampling times and the peak intersample
steady-state error.
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Fig. 15. Stabilizing second-order controllers obtained from the optimization
technique for the plant (1), (2) under modal folding and disturbance aliasing.
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Fig. 16. Bode plots of the open and closed-loop discrete-time systems for
the plant (1), (2) with modal folding and disturbance aliasing. Note that the
open and closed-loop responses are equal.

the implications of these tradeoffs within the context of
adaptive control. A preliminary investigation in this direction
is given in [15].
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