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The Majorant  Lyapunov  Equation: A Nonnegative 
Matrix  Equation for Robust  Stability  and 

Performance of Large  Scale  Systems 
DAVID C. HYLAND AND DENNIS S .  BERNSTEIN, MEMBER, EEE 

Abstract-A new robust stability and performance analysis technique 
is developed.  The approach involves replacing the state covariance by  its 
block-norm matrix, Le., the nonnegative matrix whose elements are the 
norms of  subblocks  of the covariance matrix partitioned according to 
subsystem dynamics. A bound  (i.e., majorant) for the block-norm matrix 
is given by the majorant Lyapunov  equation, a Lyapunov-type nounega- 
tive matrix equation. Existence, uniqueness, and  computational tractabil- 
ity of  solutions  to the majorant Lyapunov  equation are shown  to be 
completely characterized in terms of M matrices. Two examples are 
considered. For a damped simple harmonic oscillator with Uncertain but 
constant natural frequency, the majorant Lyapunov equation predicts 
unconditional stability. And, for a pair of nominally uncoupled oscilla- 
tors with uncertain coupling, the majorant Lyapunov equation  shows that 
the range of nondestabilizing couplings is proportional to the frequency 
separation between the oscillators, a result not predictable from quadratic 
or vector Lyapunov  functions. 

I. INTRODUCTION 

T HE importance of robustness in control-system analysis and 
design cannot be overemphasized. The past  ten years’ 

literature reflects considerable frequency-domain development 
[ 1 1 4  1 11, while recent publications indicate increasing time- 
domain activity [ 121-[  191. Wide variations in underlying assump- 
tions, mathematical settings, and problem data render it difficult, 
if  not impossible, to clearly delineate the relative effectiveness of 
different methods. Our own philosophical outlook has thus been 
guided by two general criteria: 

1) effectiveness for simple examples; 
2) efficiency when applied to large scale problems. 

The first criterion involves applying robustness techniques to 
simple, perhaps trivially obvious, examples to serve as “acid 
tests.” A given method’s effectiveness on a collection of such 
examples can possibly reveal inherent shortcomings. As an 
illustration of this criterion, consider a damped harmonic oscilla- 
tor with constant but uncertain natural frequency. Using the 
notation of [6]: stability is guaranteed so long as 

a~ , [R( jw) (Z+G( jw)K( jw) ) - IG( jw)L- ’ ( jw)]<l ,  w r O  

(1.1) 

where, for v > 0, 

C ( S ) = ( S ~ + ~ V S + W ~ ) - ’  
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and uncertainty in the nominal natural frequency w, is modeled by 

A(s)=L-’(s)B(s)R(s)=602,, 

L(s)= ua,  e(s)=wa, R ( s ) = ~ ; ,  K(.s)=o, 

6 E [-min (1, a),   a],  a>O. 

Note that 

~ ~ ~ [ B ( j w ) l s l ,  w 2 0  

as required in [6]. The perturbation A(s) (modeled as a feedback 
gain) effectively replaces w,’ in G(s)  by (1 + 6 ) ~ : .  Hence, for a 
given CY > 0 this uncertainty model permits perturbed natural 
frequencies in the range [O: (1 + a) 3/2w3,]. Evaluating (1 .1 )  yields 
the upper bound 

a<[(w2, -o2)2+4v2w2]1!2/wi ,  w 2 0  (1  . a  

or, equivalently, 

a<2{(1- {2)’/2 (1.3) 

where { 2 v/w,. The conservatism of (1.3) is obviously most 
pronounced when the damping ratio [ is small. In all cases, 
however, the conservatism is infinite. 

The second criterion is obviously subjective and depends upon a 
variety of factors such as problem structure, designer experience, 
and computational resources. This criterion is, in our opinion, 
most important since the need for robustness techniques becomes 
increasingly critical as system complexity grows. Indeed, the 
ultimate test of a given approach is to scale it up to larger and 
larger problems to reveal inherent limitations. Obviously, such 
tests are not  only difficult, but may entail a significant commit- 
ment  of human and financial resources. Nevertheless, crude 
predictions are sometimes available, and a case in point is the 
“curse of dimensionality” encountered in the approach of [9]. 
Another example involves computational difficulties in obtaining 
bounds for the p-function with more than three blocks [ 101. 

The contribution of the present paper is a new robustness 
analysis method developed specifically for large scale systems. 
The basic idea, motivated by the work of Siljak [30] on connective 
stability, is as follows. The system is assumed to be in the form of 
a collection of subsystems with uncertain local dynamics and 
uncertain interactions. I Parameter uncertainties are modeled as 
either structured or unstructured constant variations contained in 
prescribed sets. The state covariance, partitioned conformably 
with the subsystem dynamics, is replaced by its block-norm 
matrix, i.e., the nonnegative matrix each of whose elements is the 
norm of the corresponding subblock of the original matrix. This 
nonnegative matrix satisfies a novel inequality designated the 

uncertainties. To see this, write x’ = ( A  + G)x twice so that  the  uncertainty 
’ Uncertainties in  a  single  subsystem  can also be  regarded as interaction 

G is  represented by [t 3 .  
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covariance block-norm inequality. The existence of a solution 
to the majorant Lyapunov  equation, i.e., the covariance block- 
norm inequality interpreted as an equation, yields an element-by- 
element bound (i.e., majorant) for the covariance block-norm, 
hence, assuring robust stability and performance. The relevance 
of this technique to large scale systems stems from the fact that 
replacing each subblock of the covariance by .its norm can 
significantly reduce the dimension of the problem. Indeed, the 
dimension of the majorant Lyapunov equation is equal to the 
number of subsystems which may  be significantly less than the 
dimension of the original system. 

To illustrate the above ideas in more detail, consider the 
covariance equation 

o=(A+G)Q+Q(A+G)T+ v (1.4) 

where A denotes the nominal dynamics, G denotes uncertainty in 
A ,  V is the disturbance intensity, and Q is the state covariance. 
Assuming that A is block diagonal with r diagonal blocks leads to 
the covariance block-norm inequality (see Proposition 4.2) 

a * QSS$?,&+Q$?,~+V. (1 - 5 )  

In (1.5), a, Q, s, and V are r x r nonnegative matrices, i.e., 
each element is a nonnegative number. The matrices Q and V are 
formed by taking the Frobenius norm  of each subblock of Q and 
V, while each component of S is a given constant which bounds 
the spectral norm (largest singular value) of the corresponding 
subblock of the uncertain perturbation G. Hence, 6 is a majorant 
for G in the sense of  [21]-[23]. Each element of the matrix @ is 
bounded above by the smallest singular value Of the Kronecker 
sum 1241-1261 of pairs of diagonal blocks of A.  The operation 
"*" is the Hadamard product [27],  [28],  and the ordering 
"< < I 3  - - denotes element-by-element comparison, i.e., the order- 
ing induced by the cone of nonnegative matrices [29], [30]. 

The majorant Lyapunov equation is obtained by replacing the 
inequality (1 S )  by the r X r nonnegative matrix equation 

A key result (Corollary 5.1) states that 

for all stable A + G. Consequently (see Theorem 5.1), the 
existence of a unique solution to (1.6) leads directly to a guarantee 
of robust stability over the r2nge specified by S and to a 
performance bound involving Q. Moreover, solutions of (1.6) 
exist if and  only  if the r2 x r2 matrix 

W e diag  (vec @)-S @ S (1.8) 

is an M matrix [29], [30]. 
Even when the number of subsystems is large, the majorant 

Lyapunov equation is generally computationally tractable. Specif- 
ically, although A is an r2 X r2 matrix, no computations 
whatsoever need to be carried out with matrices of this 
dimension. Rather, it suffices to solve only the -majorant 
Lyapunov equation (1.6). In this regard we  show  that Q is given 
bY 

Q = l h  Q ;  
i-m (1.9) 

where if G has only offdiagonal nonzero blocks the sequence 
{ Qi> is generated by 

@ * Q ; * , = ~ Q ; + & ; ~ ~ + V ,  Qo=o (1.10) 

and is monotonically increasing. Furthermore, the convergence of 
this sequence is equivalent. to A being an M matrix so that it is not 
even necessary to form A. Note that (1.6) does not require the 
development of  new solution techniques. Indeed, since (1.10) is a 

straightforward iteration, (1.6) is even easier to solve than the 
original Lyapunov equation (1.4). 

To illustrate these results we consider two examples. The first 
example is the damped oscillator already considered in this 
section. With little effort the majorant Lyapunov equation yields 
the (obvious) result that the oscillator is stable for all constant 
natural frequencies. The second example involves a pair of 
oscillators with known parameters but  with uncertain coupling. 
The majorant Lyapunov equation yields bounds over which 
stability is guaranteed, and these bounds are compared to the 
actual stability region as a function of frequency separation. The 
main result shows that the robustness to uncertain coupling is 
proportional to the frequency separation. This weak subsystem 
interaction robustification mechanism is the principal contribution 
of the majorant theory. This example has immediate application to 
the problem of vibration control in flexible structures. For this 
class of problems the open-loop dynamics can be viewed as a 
collection of uncoupled oscillators which become coupled via 
feedback and structural uncertainties. 

The majorant bound developed in the present paper is quite 
different from the widely used quadratic Lyapunov function (see, 
e.g., [12]-[20]). As can readily be shown using the methods of 
[ 121, [ 171-[20], the quadratic Lyapunov function yields robust 
stability and performance by replacing (1.4) by 

o=kQ+QAT+n(Q)+ v (1.11) 

G Q + Q G ~ s Q ( Q )  (1.12) 
where Q( -) satisfies 

for all variations G. It can then be shown that 

QlQ (1.13) 

where now, in contrast to (1.7), the ordering in (1.13) is defied 
with respect to the cone of nonnegative-definite matrices. 
Indeed, the majorant bound  may be more closely related to vector 
Lyapunov functions [30], [31] and the Lyapunov matrix function 
[32], [33]. It does not appear possible, however, to use these 
techniques to obtain the majorant results on robustness due to 
subsystem frequency separation. 

The reader will observe that this paper exploits a wide variety 
of techniques including nonnegative matrices, block norms, 
matrix majorants, the Hadamard product, the Kronecker sum, and 
M matrices. Each of these techniques, except majorants, has, 
however, been previously applied to control problems in numer- 
ous instances. In the special case of scalar subblocks, the block- 
norm matrix has, moreover, been utilized by Yedavalli [ 131-[  151 
and others for robustness analysis and design. In this case the 
block norm is known as the matrix modulus. The variety of 
algebraic structures employed in the present paper should not be 
surprising since the quest for increasingly refined robustness 
techniques can be expected to invoke correspondingly refined 
uncertainty bounds. Related techniques are employed in [ll]. 
Furthermore, nonnegative matrix equations involving M matrices 
arise naturally in a variety of settings ( s e e ,  e.g., 1381, [39]). 

The contents of the paper are as follows. Section 11 presents 
notation, definitions, and lemmas for use throughout the paper. In 
Section ILI robust stability and performance are defined for  the 
homogeneous and nonhomogeneous systems. Detailed system 
structure and uncertainty characterization are given in Section IV 
and the covariance block-norm inequality is derived. Section V 
analyzes the majorant Lyapunov equation to obtain a majorant for 
the steady-state covariance. The main result, Theorem 5.1, 
guarantees robust stability and provides a performance bound. 
Finally, the examples appear in Section VI. 

11. PRELIMINARIES 

The following notation will be used throughout. All matrices 
are assumed to have real entries. 
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Lemma 2.1: If Z E P x q  and 2 E Rqxr then 

U ~ " ( Z ) I I 2 I I F s I I z Z I I F s I I Z I I * I I 2 I I F .  (2.3,  2.4) 

If, furthermore, p = q = r Z 1 0, and Z is symmetric, then 

tr ZZr(tr   Z)Amax(2)s(tr  ~)11211~. (2.5) 

Proof: Inequality (2.4) can be found in  [35, p. 2631. To 
prove (2.3), note that when Z is singular the result is immediate, 
Otherwise, if p = q replace Z and Z in (2.4) by 2 - l  and Z Z ,  
respectively. The result now follows from [ u - ( Z ) ] - ~  = 
umin(Z-I). I f p  # q, then related arguments apply. Finally, (2.5) 
is given in [36]. 0 

Recall [30] that a matrix S E B r x r  is an  Nmatrix if S(i,j) 5 0,  
i, j = 1 ,  * - * , r ,  i # j .  If,  in addition, all principal minors of S are 
positive, then S is an M matrix. 

Lemma 2.2: Suppose S E arXr is  an N matrix. Then the 
following are equivalent: 

i) S is an M matrix; 
ii) det S # 0 and S - I  L L 0; 
iii) for each y E Rr,  y 1 2 0, there exists a unique X E Rr, X 

iv) there exists x E T l r ,  x 2 L 0, such that Sx % 0; 
v) I, * S % 0 and each diagonal matrix D % I, * S satisfies 

Proof: The equivalence of statements i), ii), iv), and v) 
follows from [30, p. 3961. The implication ii) * iii) is immediate, 
and iii) * iv) follows by setting y = [l 1 11 T. 0 

Lemma 2.3: Suppose S E R r X r  is  an M matrix and let ŝ  E 
R r x r  be an N matrix such that S 2 2 S. Then S is an A4 matrix. 

Proof: See [30, p. 4001. I7 

2 1 0, such that Sx = y ;  

p[D-'(I, * S - S)]  < 1 .  

Z(i,j) 
Z T  
Z- 
tr Z 
diag (Zl, * * * ,  2,) 

blockdiag (Zl, * * , Z,) 

P ( Z )  
asymptotically stable 

nonnegative-definite 

positivedefiite 

matrix 

matrix 

matrix 
ZI 1 z, 
ZI > z2 
nonnegative matrix 

positive matrix 
2 1  11 2, 
z1 >> 2, 
ZH' 

block-norm matrix 

majorant 

expected value 
real numbers, p x  q real matrices, 
3 P X  1 

p x p  identity matrix, p X q zero ma- 
trix, O p X p  
Kronecker sum, Kronecker product 
[241-[271 
Hadamard product [27], [28] 
ith column of matrix Z 

( i ,  j )  element of matrix Z 
transpose of vector or matrix Z 
( Z T ) - I  or 
trace of matrix Z 
diagonal matrix with listed diagonal 
elements 
block-diagonal matrix with listed diag- 
onal blocks 
spectral radius of Z 
matrix with eigenvalues in open left- 
half plane 
symmetric matrix with nonnegative ei- 
genvalues ( Z  1 0) 
symmetric matrix with positive eigen- 
values ( Z  > 0) 
Z I  - Z2 1 0, ZI, Z,  symmetric 
Z ,  - 2, > 0, ZI, Z, symmetric 
matrix with nonnegative elements 
(2 1 1 0) [29], [30] 
matrix with positive elements ( Z  s 0) 
z, - 2, 11 0 
ZI - z, S 0 

[Z(i , j )I- ' ,  Z 0 
Hadamard inverse, (ZH1)(i,j) B 

nonnegative matrix each of whose ele- 
ments is the norm of a corresponding 
subblock of a given partitioned matrix 
nonnegative matrix each of whose ele- 
ments bounds the corresponding ele- 
ment of a block-norm matrix 
Euclidean norm of vector Z 
singular value of matrix Z 
smallest and largest singular values of 
matrix Z 
largest eigenvalue of symmetric matrix 
Z 
um,(Z) (spectral norm induced by 
II * II 2) 

(Frobenius norm [34]). 

In subsequent sections we shall exploit the fact that the norms 
11 * 112, 1 1 .  and 1 1 . 1 1  coincide for vectors. Hence, if Z E W ,  
then by interpreting Rp = Bpxl it follows that 

III. ROBUST STABILITY AND PERFORMANCE BOUNDS 

Consider the nth-order homogeneous system2 

i ( t )  = (A (e) + G ) x ( t ) ,  t E [0, OJ), (3.1) 

G E C an"", (3.2) 

e E e c F, (3.3) 

whereA:0 --t R n x n  is coptinuous, A B A (8) denotes the known 
nominal dynamics for 8- E 0, 8 denotes the unstructured 
parametric uncertainty in A ,  G denotes the structured parametric 
uncertainty in A ,  and 0 E $3 is the nominal value of G. We first 
consider the stability of (3.1) over 3 and 8. 

Definition 3. I:  If A (8) + G is asymptotically stable for all G 
E 1 5 3  and 8 E 0, then the homogeneous system (3.1) is robustly 
stable over '33 and 8. 

Now consider the nth-order nonhomogeneous system 

i ( t ) = ( A ( B ) +  G ) x ( t ) +  w(t),  t E [0, m) (3.4) 

where G E la, 8 E 8, and w(*) is,white noise with intensity V 1 
0. For given G E $?I and 8 E 0, the steady-state average 
quadratic performance is defined by 

J(G, 0) P lim sup Z [ x T ( t ) R x ( t ) ]  (3.5) 
I - r n  

where R = R T  2 0. The system (3.4) may, for example, denote 
a control system in closed-loop configuration. There is  no need in 
our development, however, to make such distinctions. 

In practice, steady-state performance is  only of interest when 
the system is robustly stable. The following result is immediate. 

Proposition 3. I :  Suppose the system (3.1) is robustly stable 
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over @ and 8. Then for each G E and 8 E 8, 

J(G, e )  = tr QR (3.6) 

where n X n nonnegative-definite Q is the unique solution to 

O=(A(t9)+G)Q+Q(A(t9)+G)T+ V.  (3.7) 

We shall only be concerned with the case in which :E3 and 8 are 
compact. Since Q is a continuous function of G and 8, we can 
defme the worst-case average steady-state quadratic performance 

J,, P max J(G, e). 
GE.B.BE9 

Since it is difficult to determine J,, explicitly, we shall seek 
upper bounds. 

Definition 3.2: If J,, I 15, then 6 is a performance  bound 
€or the nonhomogeneous system (3.4) over 8 and 8. 

IV. SYSTEM STRUCTURE, UNCERTAINTY CHARACTERIZATION, AND 
THE COVARIANCE BLOCK-NORM INEQUALITY 

A discussed in Section I, (3.1) and (3.4) are assumed to be in 
the form of a large scale system with uncoupled local dynamics 
and uncertain interactions. Hence, with the subsystem partitioning 

n = C  ni (4.1) 
r 

i= I 

the local system dynamics A(8)  can be decomposed into 
subsystem dynamics according to 

A (e )  = block-diag { Ai(e) )  (4.2) 
i = l ; . . , r  

where Ai(@ E 8 " i x " i ,  8 E 8. For convenience, denote 

A 4 block-diag {A;} .  

Accordingly, R is assumed to be of the form 

; = I  ... r , .  

R = block-diag { R;} (4.3) 

where Ri E W x " f ,  Ri 2 0,  i = 1, - - a ,  r. The intensity V and 
steady-state covariance Q satisfying (3.7)  are assumed to be 
conformably partitioned, i.e., 

; = I  ... r 
I ,  

V={ V j j } { , , = ] ,  vj E R"i"",, (4.4) 

Q= { Qu><,,=~, Qo E Rnix"j. (4.5) 

For notational simplicity define 

V, A Vi;, Qi P Qii, i = l ,  e.., r. (4.6) 

Taking the Frobenius norm of each subblock of Vand Q leads to 
the r X r symmetric nonnegative matrices 9 and Q defined by 

2 {II K,IIF}:,,=~~ Q 4 { l l Q ~ l l ~ I { , , = ~ .  (4.7) 

Note that 

A few observa5ons concerning the nominal system, Le., with 
G = 0 and 8 = 8, are worth noting. I fA is stable then so i s A i , j  
= 1, . . * , r, and there exist unique, nonnegative-definite Qi, PI 
E Rnixni, i = 1 ,  . . . , r, satisfying 

O=A,$+Q;A'+ Vi, (4.9) 

Proposition 4. I :  Suppose A is asymptotically stable. Then the 
nominal performance J,,, is given by 

r r 

J,,, P J(0 ,  6)  = tr Q;R;= tr pi Vi. (4.11) 
i =  1 i=  I 

Proof: First note that with G = 0 and_ 8 = +e diagonal 
blocks  of Q satisfying (3.7) coincide with Q1, * * * , Qr. Thus 

r 

J(O,  6 )  = tr Q i ~ ;  

i =  1 

r 

= (vec $1 vec 
i =  I 

r =X [(AieAi)- 'vec V ; I ~ V ~ C R ~  
i =  I 

r 

=X (Vec V ; ) T ( / i T @ A T ) - l  ve€ Ri 
i =  I 

= (vec  vec Pi 
i =  1 

r =x trPjVi. 0 
i =  I 

The matrices G E 0 are also conformably partitioned so that 

G={Gu};,,=], GiJ E R"ix"j (4.12) 

and '$3 is characterized by 

33 P {G E R""" : umax(Gij)~yij, i , j =  1 ,  - . e ,  r> (4.13) 

where -yo 2 0, i, j = 1, - - , r, are given constants. For 
convenience, defme the r X r nonnegative matrix 

s P { y i j > ; , j = l .  (4.14) 

The bound S is a matrix  majorant for G E 8 in the sense of 
[21]-[23]. 

Remark 4. I :  $3 is compact and convex. 
Finally, let symmetric, positive a E arXr satisfy 

c2(i,jls (umin(Aj(B) @ A i ( @ ) } ,  i , j = l ,  r. (4.15) 

Proposition 4.2: Let G E Q and 8 E 9 be such that A(8)  + 
G is asymptotically stable and let n X n Q L 0 satisfy (3.7). 
Then Q defined by (4.7) satisfies 

a * Q s s S Q + Q S T + V  (4.16) 

or, equivalently, 

A vec Qs svec  9, (4.17) 

where 

A P [diag  (vec a ) ]  - S e S. (4.18) 

Proof: Expanding (3.7) yields 
r 

-[A;(e)Q,+QiiAr(e)I=C IGikQk,+QikGikl+ Vi,, 
k = l  

i , j = l ,  - 0 . )  r. (4.19) O=A,?p;+p;Ai+R,. (4.10) 
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Bounding the right-hand side of (4.19) from above using (2.4) 
yields for all G E 3 

V. THE MAJORANT LYAPUNOV EQUATION 

In this section we interpret (4.16) as an equality rather than an 
inequality and consider the Lyapunov-type nonnegative matrix 
equation 

a * Q,=S$+QST+V (5.1) 

or, equivalently, 

A vec Q=vec V. (5.2) 

Note that since (2 and P are symmetric a unique solution of (5.1) 
is necessarily symmetric. 

Proposition 5.1: The following are equivalent: 
i) A is an A4 matrix; 
ii) det A # 0 and A-1 2 2 0; 
iii)_for each r X r symmetric V 2 L 0 there exists a unique r 

iv) there exist r X r symmetric V %- 0 and r X r symmetric a 
V) diag (vec a) - (Z, * 6) @ (I,  * 6) %- 0 and each diagonal 

X r Q 2 2 0 satisfying (5.1); 

2 2 0 satisfying (5.1); 

matrix 9 2 2 diag (vec a) - ( I ,  * 6) e (Ir * 6) satisfies 

converges; 
vii) for each r x r symmetric Qo 2 2 0- there exists r X r 

symmetric V s 0 such that the sequence { Qi>; I generated by 
(5 -4) converges. 

Proof: Statements i)-v) are equivalent to i)-v)  of Lemma 
2.2. Clearly, vi) implies iii), and vii) implies iv). To show v) 
implies vi) and vii) note that ZJ * (6 @ 6) = (I,  * 6) 8 (I,  * 6) 
and 

vec (a * [diag  (vec a)] vec $ i + l .  

Thus, (5.4) is equivalent to 

vec Qi+ = [diag  (vec a) - (Z, * 6) CB ( I ,  * 9 - l  

[$j $ 3 - 4 2  * (6 @ $31 vec Qi+[diag (vec @)]-I vec V. 

Thus, vi) and vii) follow from  v) with 9 = diag (vec a) - (I,  * 
Since statements i)-vii) depend only upon a and 6 we have the 

Definition 5.1: (a, 6) is stable if A is an M matrix. 
Remark 5.1: When Z, * 6 = 0, i.e., when the local dynamics 

6) @ (Zr * 6). 0 

following definition inspired by v)-vii). 

have no structured uncertainty, (5.4) simplifies to 

a * Q,+,=sQi+Q,6~+v, i=o, 1 ,  . . - ,  (5 .5 )  

or, equivalently, 

&+ = @ H I  * (S&+&;~'+V), i = O ,  I ,  . - e .  (5.5a) 

The following result shows that for  zero initial condition, the 
iterative sequence is monotonic. 

Proposition  5.2: Suppose diag (vec a) - Zr2 * @ 8 6) + 0. 
Then the sequence { Q i }  generated by (5.4) with Qo = 0 and V 
L 2 0 is monotonically increasing. 

Proof: To simplify notation we consider the case mentioned 
in Remark 5.1. Hense, assume a %- 0. Clearly, if QLO = 0, %en 
(5.5a) implies that C& = aH! * V 2 2 0. Hence, Q1 2 2 Qo. 
Defiipg A$i+I P Qi+l - Qi, (5.5a) yields 

A&+ I = aHr * (SA&+ A Q , ~  T). 

Since A Q l  2 2 0, the result follows from induction. 0 
Remark 5.2: Proposition 5.2 is a particularly usejhl result in 

applications_and can be utilized as follows. Setting Q0 = 0,  the 
sequence { Qi} can be evaluated by a simple nugerical procedure. 
As  will be shown in Theorem 5.1 below, each Qi corresponds to a 
robust performance measure hi.  For practical purposes the 
increasing sequence {hi}  can be generated until either conver- 
gence is attained (in which case 6 = limi+, hi is a robust 
performance bound) or a maximum permissible performance level 
is exceeded. In the latter case the question of convergence is 
irrelevant since the closed-loop system is known to either be 
unstable for  some G E 8 (i.e., 6 = 03) or exceed acceptable 
performance specifications, thereby necessitating system rede- 
sign. 

We now prove a comparison result for solutio_ns of (5.1). 
Lemma 5.1: Assume ((2,- 6) is stable, let a, 6 be r x r 

nonnegative matrices where a is symmetric, and assume that 

a s s & ,  6556. (5.6) 

Then (a, 6) is stable. Furthermore, let r X r symmetric 9 satisfy 

V I  sv ,  (5.7) 

let a be the unique, nonnegative solution to (5.1 1, and let Q be the 
unique solution to 

,. 

B * $=QQ+QG'+9. (5.8) 

Then if Q 2 2 0, it follows that 

45 sa. (5.9) 

Proof: Since 

A P diag  (vec Q)-G @ 6 
is an N matrix, W is an M matrix, and 

A-A=diag (vec (&-@))+(6-6) CB ( ~ - G ) z  2 0  
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it follows from Lemma 2.3 that A is an Mmatrix, and thus (a, 6) 
is stable. Next note that (5.1) and (5.8) imply 

vec (Q-Q=A-l(A-A) Vec Q+A- l  Vec (P-9). 

Since A-- A 2 2 0, A - I  2 2 o (see Lemma 2.21, v - 6 2 2 
0, and Q r 2 0, it follows that (5.9) is satisfied. 0 

Corollary 5.1: Suppose (a, 6) is stable and let 6 be the 
unique, nonnegative solution to (5.1). Furthermore, let G E B 
and 0 E 8 be such that A (e )  + G is asymptotically stable and 
define Q by (4.7) for n X n Q 1 0 satisfying (3.7). Then 

QI I a. (5.10) 

Proof: By Proposition 4.2, Q satisfies the covariance block- 
norm inequality (4.16). In the notation of Lemma 5.1 define 

&=a, G=g, 9 = a  * Q-(GQ+QST) (5.11) 

so that  (5.6)  is satisfied and (4.16) implies (5.7). Note that  with 
the notation (5.1 l), equation (5.8) has the unique solution Q = Q 
2 2 0. Hence (5.9) implies (5.10). 

Theorem 5.1: Assume A is asymptotically stable, 8 is 
continuously arcwise connected, and (a, 6) is stable. Then the 
homogeneous system (3.1) is robustly stable over 18 and 8, and 
the nonhomogeneous system (3.4) has the performance bound 

where n; x n; nonnegative-definite $(e) and pj(0) satisfy 

o=Ai(e)$(e) + &;(e)A T(e) + vi, (5.13) 

o=AT(e)Fi(e)+pi(e)Ai(e)+Ri (5.14) 

and r X r a is the unique, nonnegative solution to (5.1). 
Proof: First note that since robust stability is independent of 

the disturbances, we can set V = I,, for convenience in proving 
the first result. Hence, suppose (3.1) is not robustly stable. Since 
($3 is convex (see Remark4. I), A is asymptotically stable, and 8 is 
continuously arcyise connected, there exist Go E 8 and O:[O,  11 
+ 8 such that A ( p )  P 4 (e (p ) )  + pGo is asymptotically stable 
for all p E [0, l), and A(1) is not asymptotically stable. Define 

Q&, t )  2 1; eAb)seATb)s  ds, t 1 0 ,  p E [O, 11 

which is monotonically increasing in the nonnegative-definite 
cone with respect to t .  Clearly, the limit 

QOL) P lim QOL, 0,  P E [O, 1) 
2 - a  

exists and satisfies 

o=&dQOL)+QOL)aTOL)+In, P E [O, 1). 

Now define r X r nonnegative symmetric Q(p) by 

QOL)=(IIQVOL)IIF):,,=~ 
where Q&) E Rnixnj and Q(p) is partitioned as in (4.5). By 
Corollary 5.1 with 6 = &p),  G = pG,, Q & Q(p), p E [0, l ) ,  
and I/ = I,,, it follows from (5.10) that 

Hence, by (4.8), (5.15) implies 

On the other hand, for p E [0, 1) it follows that 

QOL)=QOL)-QOL, f)+QOL, t)-Q(1, t)+Q(1, t )  

ZQOL, t)-Q(1, t )+QU, t )  

which implies, for arbitrary x E W n ,  

X"Q@)X>X'[Q(~,  t)-Q(1,  t)]x+xTQ(l, t ) ~ .  

Thus, by continuity of Q(p,  t )  in p,  

P-1 
lim xTQb)xrxTQ(1 ,  t)x, x E 2". (5.17) 

Now, since A(1) is not asymptotically stable and ( a ( l ) ,  In) is 
stabilizable, it follows from [37, Proposition 3.2, p. 671 that for 
some X E Rn, 

1-m 
lim XTQ(1, t)n= OD. 

Thus, by (5.17) 

and thus 

lim l lQOL) l l~=~.  (5.18) 

However, (5.18) contradicts (5.16). Hence, (3.1) is robustly 
stable over ($3 and 9. 

P - 1  

To derive (5.12) note that since R is block diagonal, 

r r 
J(G, e) = tr QiR;= (vec Q;) V ~ C  Ri 

I= 1 i= 1 

where Q satisfies (3.7). Furthermore, (4.19) implies 

vw Q ~ =  - [ ~ ~ ( e )  B ~ ~ ( e 1 1 - 1  

Hence, using Lemma 2.1, 

r r  



HYLAND AND BERNSTEIN: MAJORANT LYAPUNOV EQUATION 101 1 

, I -  1 

k= I 

VI. EXAMPLES 

We first confirm that the  damped  harmonic oscillator is 
asymptotically stable for all constant  frequency  perturbations. 
Hence, let 

r = l ,  n = n l = 2  

and 
r -I 

L -I 

where v > 0 and w- E R . To represent  frequency  uncertainty let @ 
= ( 0 1 ,  e = R, e = 0, and 

L 

Note  that A (8) is stable for all 0 E R with poles - v -I- j ( w  + e). 
Note  that A(@ can  be  diagonalized by means  of  the unitary 
transformation 

so that 

Hence, using 

A(@ c + ~ ( e ) = ( 4 - ~ @ 4 - ~ ) ( A ( e )  aA(e))(4@+) 

it follows that 

u-(A(e) c + ~ ( e ) ) = 2 ~ ,  e E 3. 

Defining [see (4.15)J 

Q = a,,,,, = 2v 

and 6 = 0, the scalar majorant  Lyapunov  equation (5.1) has  the 
solution 

= v/2v 

where P = 11 VI1 F .  Choosing V = 12 and noting that A = a = 21, 
> 0 is an M matrix,  Theorem 5.1 guarantees  robust stability for 
all frequency  variations 8 E 8. 

The next example  has  been  chosen  to  demonstrate the robust- 
ness of a pair  of nominally  uncoupled oscillators with respect to 
uncertain  coupling.  Hence, let 

n=4 ,   r=2 ,   n l=n2=2  

and 
I- 1 

, i = l ,  2 - ai 

where v, wI, w2 2 0. Furthermore, let 9 = {e} and 

which denotes  the fact that the local subsystem (oscillator) 
dynamics  are assumed to be known.  Since 

define 

Letting V = 1, yields V = 2,. Solving (5.1) yields 

where 

Clearly, 6- is nonnegative if  and only if 

The bound (6.1) characterizes  the  magnitude of coupling  uncer- 
tainty for which stability is guaranteed. Note  that  the parameter 6 
is a measure of the  frequency  separation of  the oscillators relative 
to the  damping. When 6 S 1, (6.1) becomes  asymptotically 

Y12Y21<! I WI - 0 2 1  2 

which confirms  the intuitive expectation that robust stability is 
proportional to damping  and  subsystem  frequency  separation. 
This result does  not  appear to be predictable  from  quadratic or 
vector Lyapunov functions. 

To evaluate the conservatism  inherent in the bound (6.1) we 
solve  for  the  actual stability region. To render the calculation 
tractable we assume that G12 and  G2, have the structured  form 

G. . -  [ ", P,] 
rJ- ", 

By constraining (6.3) the set of  coupling  variations is reduced, 
which  may or may  not  lead to a larger stability region.  Thus, our 
estimate of conservatism may  itself  be conservative,  i.e.,  the 
actual conservatism may  indeed  be less than the  following 
analysis indicates. However, without (6.3) the  development 
becomes intractable. This  calculation will  thus  be  called semiex- 
act. 

By considering the chat3cteristic equation  for A + G, lengthy 
manipulation shows that A + G is stable if and only if 

where E E (0, 13 is the  smallest  positive real root of 

E=(l +€2)[1+62(1-€2)]~'2/[2+62(1-€2)].  (6.5) 

The  majorant bound (6.1) and  semiexact bound (6.4)  are 
illustrated in  unified form in Fig. 1. For 6 & 1 note that E = 
O(S-I )  and thus (6.4) becomes  asymptotically 
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1 J=J- 
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Hence, for large 6 the majorant bound (6.2) is, at worst, and the system has the perfomance bound 
conservative by a factor of 2 compared to the semiexact bound. 

it can be shown that 
To determine the performance bound (5.12) set R = 14. Hence, ~ = ~ n o m + ~ ( ~ 1 2 + p 2 1 ) ~ / v ( l - - 2 ~ 1 2 ~ 2 1 )  

where 

(6.7) 

Jnom = 2/v 
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On the other  hand, the semiexact calculation yields 

1013 

Fig. 2 compares the semiexact worst-case performance (6.8) to 
the majorant Lyapunov equation bound (6.7). To efficiently 
illustrate the results the data are specialized to the case p1- 7 = P 2 l .  

Note that the semiexact performance is plotted for several !dues 
of 6 because of the explicit dependence of (6.8) on 6 via 6. 

ACKNOWLEDGMENT 

The authors wish to thank J .  Straehla for excellent typing of the 
original manuscript and B. Bland for executing the numerical 
calculations. 

REFERENCES 

[l]  M. G.  Safonov  and M. Athans,  “Gain and  phase  margin for multiloop 
LQG regulators,” IEEE Tram.  Automat.  Contr., vol. AC-22, pp. 

[2] M. G. Safonov, Stability and Robustness of Multivariable Feedback 
Systems. Cambridge,  MA: M.I.T. Press, 1980. 

[3] N. A.  Lehtomaki, N. R.  Sandell, Jr., and M.  Athans,  “Robustness 

signs,” ZEEE Trans. Automat.  Contr., vol. AC-26, pp. 75-92, 
results  in linearquadratic Gaussian  based  multivariable control  de- 

1981. 
[4] J. C. Doyle  and G. Stein,  “Multivariable feedback  design: Concepts 

for  a classicalhodern synthesis,“ IEEE Trans. Automat.  Contr., 

[SI J. C. Doyle, ‘‘Analysis of fEdbdck systems  with  Structured  uncertain- 

[6] J .  C. Doyle, J .  E.  Wall, and  G. Stein,  “Performance and robustness 
ties,” IEE Proc., vol.  129,  pp.  242-250, 1982. 

analysis for  structured  uncertainty,” in Proc. 21st IEEE Conf. 
Decision Contr., Orlando,  FL, Dec. 1982,  pp.  629-636. 

[7]  G.  Zames,  “Feedback and optimal sensitivity:  Model reference 
transformations, multiplicative seminorms, and  approximate  in- 
verses,” IEEE Trans. Automat.  Contr., vol. AC-26, pp. 301-320, 
1981. 

173-179, 1977. 

V O ~ .  AC-26, pp.  4-16,  1981. 

t 141 

r 151 

G. Zames  and  B. A. Francis,  “Feedback, minimax sensitivity, and 
optimal robustness,” ZEEE Trans. Automat.  Contr., vol. AC-28, 

R.  R. E. de Gaston  and  M. G. Safonov, “A  homotopy  method for 
nonconservative stability  robustness  analysis,” in Proc. 24th IEEE 
Conf. Decision Contr., Fort  Lauderdale,  FL,  Dec.  1985,  pp. 1294- 
1301. 
M. K. H. Fan  and A. L. Tits,  “Characterization and efficient 
computation of the  structured  singular  value,” IEEE Trans. Auto- 
mat.  Contr., vol. AC-31, pp. 734-743,  1986. 
0. D. I. Nwokah,  “The  quantitative design of robust  multivariable 
control  systems,” in Proc. IEEE Conf. Decision Contr., Athens, 
Greece, Dec. 1986,  pp. 16-24. 
I. R.  Petersen and C.  V. Hollot, “A Riccati  equation approach  to the 
stabilization of uncertain  systems,’’ Automafica, vnl. 22,  pp. 397- 
411,  1986. 
R. K. Yedavalli. S. S. Banda,  and D. B. Ridgely, “Timedomain 
stability robustness measures for  linear  regulators,’’ J. Guidance 

R. K. Yedavalli,  “Perturbation bounds for robust  stability in  linear 
Contr.  Dyn., vol. 8! pp. 520-524,  1985. 

state space models,” Int. J. Contr., vol. 42, pp.  1507-1517, 1985. 
-, “Improved measures of stability robustness  for  linear  state  space 
models,” IEEE Trans. Automat.  Contr., vol.  AC-30, pp.  577-579, 
1985. 
A. R.  Galimidi  and  B. R. Barrnish, “The  constrained Lyapunov 
problem and  its application to  robust  output  feedback stabilization,” 
ZEEE Trans. Automat.  Contr., vol.  AC-31, pp. 410419, 1986. 
D. S. Bernstein  and S. W.  Greeley,  “Robust output-feedback  stabiliza- 
tion: Deterministic and stochastic  perspectives,” in Proc.  Amer. 
Contr.  Conf., Seattle,  WA,  June  1986,  pp. 1818-1826. 
D. S .  Bernstein, “Robust  static and  dynamic  output-feedback stabiliza- 
tion: Deterministic  and stochastic  perspectives,” IEEE Trans. Auto- 

D. s. Bernstein  and  D. C. Hyland, “Optimal  projection for uncertain 
mat.  Contr., to be published. 

systems (OPUS):  A unified  theory of reduced-order, robust  control 
design,” in Large Space Structures: Dynamics and Control, S. N. 

W. M. Haddad. “Robust optimal projection  control-system synthesis,” 
Atluri and A. K.  Amos, Eds. New York: Springer-Verlag, 1987. 

Ph.D.  dissertation,  Dep. Mechanical Eng.,  Florida Inst. Technol., 
Melbourne,  FL,  Mar.  1987. 
A. M. Ostrowski. “On  some  metrical properties of operator matrices 

pp. 585-601,  1983. 

[241 

r2j1 

r321 

and matrices partitioned into  blocks,” J. Math.  Anal.  Appl., vol. 2, 

T. Strom,  “On  the  practical  application of majorants  for  nonlinear 
matrix iterations,” J. Math.  Anal.  Appl., vol. 41, pp.  137-147, 
1973. 
G. Dahlquist,  “On matrix majorants and minorants, with applications 
to  differential  equations,” Lin.  Alg.  Appl., vol. 52/53,  pp. 199-216, 
1983. 
S. Barnett  and C.  Storey, MatrixMethodS in Stability Theory. New 
York: Barnes  and Noble,  1976. 
J. W. Brewer,  “Kronecker products  and matrix calculus in system 
theory.” IEEE Trans. Circuits Syst., vol. CAS-25, pp.  772-781, 

A.  Graham, Kronecker Products and Matrix Calculus. Chichester: 
1978. 

C.  R.  Rao and S. K.  Mitra, Generalized Inverse of Matrices and Its 
Ellis  Honvood,  1981. 

Applications. New York:  Wiley,  1971. 
G. P. H.  Styan,  “Hadamard  products and multivariate statistical 

A.  Berman  and R. J. Plemmons, Nonnegative Matrices in the 
analysis,” Lin.  Alg.  Appl., vol. 6 ,  pp. 217-240, 1973. 

Mafhematical Sciences. New York Academic,  1979. 
D. D.  Siljak, Large-Scale Dynamic  Systems. Amsterdam,  The 

M. Ikeda and D.  D.  Siljak,  “Generalized decomposition of dynamic 
Netherlands:  Elsevier/North-Holland, 1978. 

systems and vector Lyapunov functions,” IEEE Trans. Automat. 
Contr., vol. AC-26,  pp. 1118-1125, 1981. 
M.  Djordjevic,  “Stability an,!ysis of interconnected systems with 
possibly  unstable subsystems, Syst.  Confr.  Lett., vol. 3, pp. 165- 

A. A. Martynyuk,  “The Lyapunov matrix-function,” Nonlinear 
169, 1983. 

Anal. Theory, Methods, and Appl., vol. 8, pp. 1223-1226, 1984. 
G. H.  Golub  and C. F. Van Loan, Matrix Computations. 
Baltimore, MD: Johns Hopkins Press,  1983. 
T. Kato, Perturbation Theory for  Linear Operators. New York: 

R.  K.  Mehra,  “Optimization of measurement  schedules  and sensor 
Springer-Verlag, 1980. 

designs  for  linear dynamic systems,” IEEE Trans. Automat.  Contr., 
vnl. AC-21. pp. 55-64, 1976. 
W. M. Wonham, Linear Multivariable Control:  A  Geometric 

G. J. Butler,  C. R. Johnson, and H. Wolkowicz,  “Nonnegative 
Approach. New York: Springer-Verlag.  1974. 

theorems in  ordinary  differential  equations,” SZAM J. Alg.  Disc. 
solutions  of a  quadratic matrix equation arising  from comparison 

H.  D.  Victory, Jr., “On  nonnegative solutions of matrix equations,” 
Meth., vol. 6, pp. 47-53, 1985. 

SIAM J. Alg. Discrete Meth., vol. 6, pp. 406-412,  1985. 

pp.  161-209,  1961. 

David C. Hyland received the B.S., M.S., and 
Sc.D.  degrees  in  aeronautics  from  the 
Massachusetts Institute of Technology,  Cambridge, 
in 1969,  1971, and 1973,  respectively. 

After  serving as a  vibration  specialist in a 
Cambridge-based  acoustics  consulting  firm, in 1974 
he  joined  the  staff at  Lincoln Laboratory, 
Massachusetts Institute of Technology,  Cambridge. 
His work at Lincoln Laboratory included  reentry 
vehicle dynamics, multibody spacecraft  dynamics 
simulation, and spacecraft  attitude  control. In 1983 

he joined the  Government  Aerospace Systems  Division, Hams Corporation, 
Melbourne, FL, where he  leads the  Control  Systems Analysis  and Synthesis 
Group. His current  research  interests  include  robustness  analysis for 
control-system design  with  application  to vibration  suppression in large 
flexible space structures. 


