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Abstract— Self-excited systems arise in many applications,
such as biochemical systems, mechanical systems with fluid-
structure interaction, and fuel-driven systems with combustion
dynamics. This paper presents a Lur’e model that exhibits
biased oscillations under constant inputs. The model involves
arbitrary asymptotically stable linear dynamics, time delay, a
washout filter, and a saturation nonlinearity. For all sufficiently
large scalings of the loop transfer function, these components
cause divergence under small signal levels and decay under
large signal amplitudes, thus producing an oscillatory response.
A bias-generation mechanism is used to specify the mean of
the oscillation. The main contribution of the paper is the
presentation and analysis of a discrete-time version of this
model.

I. INTRODUCTION

A self-excited system has the property that the input is
constant but the response is oscillatory. Self-excited systems
arise in numerous applications, such as biochemical systems,
fluid-structure interaction, and combustion. The classical
example of a self-excited system is the van der Pol oscillator,
which has two states whose asymptotic response converges
to a limit cycle. A self-excited system, however, may have
an arbitrary number of states and need not possess a limit
cycle. Overviews of self-excited systems are given in [1], [2],
and applications to chemical and biochemical systems are
discussed in [3]–[5]. Self-excited thermoacoustic oscillation
in combustors is discussed in [6], [7].

Models of self-excited systems are typically derived in
terms of the relevant physics of the application. From a
systems perspective, the main interest is in understanding
the features of the components of the system that give rise to
self-sustained oscillations. Understanding these mechanisms
can illuminate the relevant physics in specific domains and
provide unity across various domains.

A unifying model for self-excited systems is a feedback
loop involving linear and nonlinear elements; systems of
this type are called Lur’e systems. Lur’e systems have been
widely studied in the classical literature on stability theory
[8]. Within the context of self-excited systems, Lur’e systems
under various assumptions are considered in [2], [9]–[15].
Application to thermoacoustic oscillation in combustors is
considered in [16]. Self-oscillating discrete-time systems are
considered in [17]–[20].

Roughly speaking, self-excited oscillations arise from a
combination of stabilizing and destabilizing effects. Desta-
bilization at small signal levels causes the response to grow
from the vicinity of an equilibrium, whereas stabilization
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at large signal levels causes the response to decay from
large signal levels. In particular, negative damping at low
signal levels and positive damping at high signal levels is
the mechanism that gives rise to a limit cycle in the van der
Pol oscillator. Note that, although systems with limit-cycle
oscillations are self-excited, the converse need not be true
since the response of a self-excited system may oscillate
without the trajectory reaching a limit cycle. Alternative
mechanisms exist, however; for example, time delays are
destabilizing, and Lur’e models with time delay have been
extensively considered as models of self-excited systems
[21].

The present paper considers a time-delayed Lur’e (TDL)
model that exhibits self-excited oscillations. This model,
which is illustrated in Figure 1, incorporates the following
components:
i) Asymptotically stable linear dynamics.
ii) Time delay.
iii) A washout (that is, highpass) filter.
iv) A continuous, bounded nonlinearity N : R → R that

satisfies N (0) = 0, is either nondecreasing or nonin-
creasing, and changes sign (positive to negative or vice
versa) at the origin.

v) A bias-generation mechanism, which produces an off-
set in the oscillatory response that depends on the value
of the constant external input.

A notable feature of this model is that self-oscillations are
guaranteed to exist for arbitrary asymptotically stable dy-
namics, in contrast to [22], where the dynamics are assumed
to be passive. We note that washout filters are used in [23]
to achieve stabilization, whereas, in the present paper, they
are used to create self-oscillations.

β + G(s)
vb

Gw(s) e−Tds

×

v

vf

y

ydyf

Fig. 1: Continuous-time, time-delayed Lur’e model with constant input u
and bias generation.

For this time-delay Lur’e model, the time-delay provides
the destabilization mechanism, while, under large signal
levels, the saturation function yields a constant signal, which
effectively breaks the loop, thus allowing the open-loop
dynamics to stabilize the response. This stabilization occurs
at large amplitude. In order to create an oscillatory response,
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the Lur’e model includes a washout filter, which removes
the DC component of the delayed signal yd and allows the
saturation function to operate in its small-signal linear region.
A similar feature appears in [2], [9]–[12] in the form of the
numerator s in G for the case where y represents velocity.
This combination of elements produces self-excited oscilla-
tions for all sufficiently large scalings of the asymptotically
stable dynamics. An additional feature of this model is the
ability to produce oscillations with a bias, that is, an offset.
This is done by the bias-generation mechanism involving the
scalar β.

The analysis and examples in the paper focus on a
discrete-time version of the time-delayed Lur’e model with
the standard saturation function. This setting simplifies the
analysis of solutions as well as the numerical simulations.
Proofs of all results in this paper are omitted due to limited
space.

II. TIME-DELAYED LINEAR FEEDBACK MODEL

In this section we consider the discrete-time, time-delayed
Lur’e model shown in Figure 2, where α is a real number,
G is a strictly proper SISO transfer function, Gd(z)

4
= 1/zd

is a d-step delay, where d ≥ 0, and Gw(z)
4
= (z − 1)/z is a

washout, that is, highpass, filter. Let G = N/D, where the
polynomials N and D are coprime, D is monic, n

4
= degD,

and m
4
= degN.

αG(z)

Gw(z) Gd(z)
yf

y

yd

Fig. 2: Discrete-time time-delayed linear feedback system.

Let (A,B,C, 0) be a minimal realization of G whose
internal state at step k is xk ∈ Rn. Furthermore, consider
the realization (Nd, ed,d, e

T
1,d, 0) of Gd with internal state

xd,k ∈ Rd, where Nd is the standard d× d nilpotent matrix
and ei,d is the ith column of the d × d identity matrix Id.
Finally, let (0, 1,−1, 1) be a realization of Gw with internal
state xw ∈ R, and let α be a real number that scales G.
Then, the discrete-time, time-delayed linear feedback model
shown in Figure 2 has the closed-loop dynamics xk+1

xd,k+1

xw,k+1

 =

 A αBeT1,d −αB
ed,dC Nd 0

0 eT1,d 0


 xk

xd,k

xw,k

 , (1)

with output

yk =
[
C 0 0

]  xk
xd,k
xw,k

 (2)

and internal signals

yd,k = eT1,dxd,k, (3)

yf,k = −xw,k + yd,k. (4)

For all d ≥ 0, define Ld
4
= GGwGd. Finally, for all d ≥ 0

and α ∈ R, the characteristic polynomial pd,α of the closed-
loop model is given by

pd,α(z)
4
= zd+1D(z)− α(z − 1)N(z). (5)

Note that, for all α ∈ R, 1 is not a root of pd,α.
The following result consists of two statements. The first

statement shows that, for sufficiently large values of the
delay d, the Nyquist plot of Ld unfolds clockwise, while the
second statement shows that the linear closed-loop system
is asymptotically stable only for values of α contained in a
bounded interval.

Theorem 2.1: The following statements hold:
i) There exists d̄ ≥ 0 such that, for all θ ∈ [0, π] and all

d > d̄,

d

dθ
∠Ld(e

θ) < 0. (6)

ii) There exists d̄ ≥ 0 such that, for all d > d̄, there exist
αd,l < 0 and αd,u > 0 such that pd,α is asymptotically
stable if and only if α ∈ (αd,l, αd,u).

The numerical results in this section suggest that

α∞
4
= lim
d→∞

−αd,l = lim
d→∞

αd,u > 0, (7)

which in turn implies that the minimum magnitude of α
required for destabilizing the model converges to a single
value as d increases. A proof of this statement will be
pursued in future work.

Let z = eθ 6= 1, where θ ∈ (0, π], be a root of pd,α on
the unit circle. The corresponding value α(θ) of α is given
by

α(θ) =
e(d+1)θ

(eθ − 1)G(eθ)
. (8)

Note that

α(θ) =
[(cos dθ − cos (d+ 1)θ) + (sin dθ − sin (d+ 1)θ)]G−1(eθ)

2− 2 cos(θ)
.

(9)

Writing G−1(eθ) = a(θ) + b(θ), it follows that

α(θ) =
f(θ) + g(θ)

2− 2 cos θ
, (10)

where

f(θ)
4
= a(θ)[cos dθ − cos (d+ 1)θ]− b(θ)[sin dθ − sin (d+ 1)θ],

(11)

g(θ)
4
= b(θ)[cos dθ − cos (d+ 1)θ] + a(θ)[sin dθ − sin (d+ 1)θ].

(12)

Note that α(θ) is real if and only if g(θ) = 0. In fact, the
values of θ that satisfy g(θ) = 0 are the angles for which at
least one root of pd,α lie on the unit circle for a given value
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of d and for the corresponding real value α = α(θ). Note
that g(θ) = 0 if and only if

b(θ) = −a(θ)
sin dθ − sin (d+ 1)θ

cos dθ − cos (d+ 1)θ
, (13)

and thus

f(θ) = a(θ)
[cos dθ − cos (d+ 1)θ]2 + [sin dθ − sin (d+ 1)θ]2

cos dθ − cos (d+ 1)θ

= a(θ)
2− 2 cos dθ cos (d+ 1)θ − 2 sin dθ sin (d+ 1)θ

cos dθ − cos (d+ 1)θ

= a(θ)
2− 2 cos θ

cos dθ − cos (d+ 1)θ
. (14)

Therefore, α(θ) is given by

α(θ) =
a(θ)

cos dθ − cos (d+ 1)θ
. (15)

Example 2.2: Let G(z) = 1
z+p , where p ∈ (−1, 1), and

let z = eθ 6= 1 be a root of pd,α on the unit circle. Then
a(θ) = cos θ + p, b(θ) = sin θ, and (8) and (15) have the
form

α(θ) =
e(d+2)θ + pe(d+1)θ

eθ − 1
=

cos θ + p

cos dθ − cos (d+ 1)θ
,

(16)

which implies that

|α(θ)| =
√
p2 + 2p cos θ + 1

2− 2 cos θ
. (17)

Furthermore, it follows from (13) that

sin (d+ 2)θ = (1− p) sin (d+ 1)θ + p sin dθ. (18)

Since Ld has d + 2 poles in the open unit disk and one
zero, which is at z = 1, it follows that there exist exactly
d+ 1 values θ1, . . . , θd+1 of θ ∈ [0, π] that satisfy (18). The
corresponding values of α(θi) are given by

α(θi) =
cos θi + p

cos dθi − cos (d+ 1)θi
(19)

=
− cos (d+ 2)θi + (1− p) cos (d+ 1)θi + p cos dθi

2− 2 cos θi
.

For p = 0.5, d = 6, and d = 7, Figure 3 shows α(θi)
and |α(θi)| versus θi. Note that, for both values of d, the
minimum value of |α(θi)| occurs at θ = π. Finally, Figure
4 shows αd,l and αd,u versus d for p = 0.5, which indicates
that limd→∞−αd,l = limd→∞ αd,u.

Special case: For p = 0, (17) becomes

|α(θ)| = 1√
2− 2 cos θ

, (20)

and (18) becomes

sin (d+ 1)θ = sin (d+ 2)θ. (21)

Note that, for all integers i, sin (d+ 1)θ = sin ((2i+ 1)π −
(d + 1)θ). Therefore, (21) holds if and only if θ = 2k+1

2d+3π.
Hence, θ ∈ [0, π] satisfies (21) if and only if there exists
i ∈ {0, . . . , d+1} such that θk

4
=
(

2i+1
2d+3

)
π. For these d+2

Fig. 3: Example 2.2: For p = 0.5, d = 6, and d = 7, (a) and (b) show
α(θi) versus θi, and (c) and (d) show |α(θi)| versus θi. Note that the sign
of α(θi) alternates.

Fig. 4: Example 2.2: For p = 0.5, αd,l and αd,u versus d. As d → ∞,
αd,l and αd,u converge to −α∞ and α∞, respectively.

values of θ, it follows from (19) that the corresponding values
of α(θ) are given by

α(θi) =
cos θi

cos dθi − cos (d+ 1)θi

=
cos (d+ 1)θi − cos (d+ 2)θi

2− 2 cos θi
. (22)

Next, it can be shown that, for all i ∈ {1, . . . , d},
α(θi)α(θi+1) < 0. Note that θd+1 = π and α(θd+1) =
(−1)d+10.5. Hence, |α(θd+1)| = 0.5. Furthermore, in the
case where d is even, αd,l = α(θd+1) = −0.5 < 0
and αd,u = α(θd) > 0.5 > 0, whereas, in the case
where d is odd, αd,l = α(θd) < −0.5 < 0 and αd,u =
α(θd+1) = 0.5 > 0. In addition, although limd→∞ α(θd)
does not exist, it follows from (20) that limd→∞ |α(θd)| =
limd→∞

1√
2−2 cos( 2d+1

2d+3 )π
= 0.5, which confirms (7). For

d = 10 and d = 11, Figure 5 shows α(θi) and |α(θi)|
versus θi. Note that, for both values of d, the minimum
value of |α(θi)| is 0.5, which occurs at θ = π. Finally,
Figure 6 shows αd,l and αd,u versus d, which indicates that
limd→∞ αd,l = −0.5 and limd→∞ αd,u = 0.5. �

III. TIME-DELAYED LUR’E MODEL

Inserting the saturation nonlinearity following the washout
filter Gw in Figure 2 yields the TDL model shown in Figure
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Fig. 5: Example 2.2: For p = 0, d = 10, and d = 11, (a) and (b) show
α(θi) versus θi, and (c) and (d) show |α(θi)| versus θi. The dashed lines
indicate ±α∞.

Fig. 6: Example 2.2: For p = 0, αd,l and αd,u versus d. As d→∞, αd,l
and αd,u converge to −α∞ and α∞, respectively.

7, which has closed-loop dynamics xk+1

xd,k+1

xw,k+1

 =

 A 0 0

ed,dC Nd 0

0 eT1,d 0


 xk

xd,k

xw,k

+

αB0
0

 vf,k,
(23)

with yk, yd,k, and yf,k given by (2), (3), and (4), respectively,
where vf,k = satδ(yf,k) is the output of the saturation
function satδ : R→ R, where δ > 0, defined by

satδ(u) =

{
u, |u| ≤ δ,
sign(u), |u| > δ.

(24)

αG(z)

Gw(z) Gd(z)
vf

y

ydyf

Fig. 7: Discrete-time time-delayed Lur’e model.

To analyze the self-oscillating behavior of the time-
delayed Lur’e model, we replace the saturation nonlinearity
by its describing function. Describing functions are used to
characterize self-excited oscillations in [2, Section 5.4] as
well as in [8, pp. 293–294]. The describing function Ψδ(ε)

for satδ for a sinusoidal input with amplitude ε > 0 is given
by

Ψδ(ε) =

 2
π

[
sin−1

(
δ
ε

)
+
(
δ
ε

)√
1−

(
δ
ε

)2]
, if ε > δ

1, otherwise.
(25)

Note that, for ε > δ, Ψδ confined to (δ,∞) with range space
(0, 1) is decreasing, one-to-one, and onto. Let pd,α,ε be the
characteristic polynomial of the linearized time-delay Lur’e
model, such that

pd,α,ε(z)
4
= zd+1D(z)− αΨδ(ε)(z − 1)N(z). (26)

For all εl > 0, εu > 0, θl ∈ R, and θu ∈ R such that εl < εu
and θl < θu, define the rectangle

Γθl,θu,εl,εu
4
= {(θ, ε) : θl < θ < θu and εl < ε < εu}

and the set Θ
4
= {θ 6= 0: g(θ) = 0}.

Lemma 3.1: Let α ∈ R, and let θ0 ∈ Θ be such that
signα0 = signα and |α0| < |α|, where α0

4
= α(θ0), and let

d > d̄. Then, the following statements hold:
i) There exist ε0 > 0, θl > 0, θu > 0, εl > 0, and εu > 0

such that εl < εu, θl < θu, (θ0, ε0) ∈ Γθl,θu,εl,εu , and,
in the rectangle Γθl,θu,εl,εu , (θ, ε) = (θ0, ε0) is the
unique solution of pd,α,ε(eθ) = 0.

ii)

d

dε
Ψδ(ε)

∣∣∣∣
ε=ε0

6= 0. (27)

iii)

d

dθ
Im[Ld(e

θ)]

∣∣∣∣
θ=θ0

6= 0. (28)

The statements of Lemma 3.1 are implied by (6) and (13).
Theorem 3.2: Consider the discrete-time time-delayed

Lur’e model in Figure 7, assume that x0 6= 0, and let
α ∈ (−∞, αd,l)∪(αd,u,∞). Then, there exists a nonconstant
periodic function τ : N→ R such that limk→∞ |yk−τk| = 0.

Theorem 3.2 is implied by Theorem 7.4 in [8, pp. 293,
294] and Lemma 3.1. It can be seen that Theorem 3.2 holds
in the case where the saturation function is replaced by an
odd sigmoidal nonlinearity such as atan or tanh.

Example 3.3: Let G(z) = 1/z. Figure 8 shows the tran-
sient response and asymptotic oscillatory response for α =
1.1, d = 0, and δ = 1 along with plot of vf,k and yf,k.
Figure 8(a) shows that, for k > 80, yk is a nonconstant
periodic function. Furthermore, Figure 8(b) shows how the
saturation nonlinearity acts upon yf,k, which results in the
saturated signal vf,k ∈ [−δ, δ]. Note how both vf,k and yf,k
are also nonconstant periodic function for k > 80.

Figure 9 shows α(θi) versus θi for d = 0 and d = 1.
For α = 0.6, only in the case d = 1 has α(θi) such that
sign(α(θi)) = sign(α) and |α(θi)| < |α|. For α = 1.1, both
models meet the conditions for α.

Figure 10 shows the response of yk for δ = 1 and all
possible pairs of d = 0, 1 and α = 0.6, 1.1. For α = 0.6, only

2702



the model with d = 1 yields a limit cycle. For α = 1.1, both
models yield oscillations. This follows from the conditions
for α stated in the previous paragraph and in lemma 3.1.

Finally, Figure 11 shows the magnitude of the frequency
response for models with α = 1.1, δ = 1, and d = 0, 1.
Note that the frequencies corresponding to the magnitude
peaks are similar to the values of θi shown in Figure 9 such
that sign(α(θi)) = sign(α) and |α(θi)| < |α|. �

Fig. 8: Example 3.3: For d = 0, δ = 1, and α = 1.1, (a) shows yk, and
(b) shows vf,k and yf,k . The saturation nonlinearity, with δ = 1, saturates
the values of yf,k, resulting in vf,k ∈ [−δ, δ].

Fig. 9: Example 3.3: For d = 0 and d = 1, these plots show the values
α(θi) of α for which the closed-loop dynamics have a pole on the unit
circle at the angle θi for i = 1, . . . , d + 2. For the case d = 0, where
θ1 = 1.0472 and θ2 = π, the time-delayed Lur’e model has self-excited
oscillations if and only if either α > 1 or α < −0.5, while, for the case
d = 1, where θ1 = 0.6283, θ2 = 1.8850 and θ3 = π, the TDL model
has self-excited oscillations if and only if either α > 0.5 or α < −0.618.
For all values of α corresponding to the shaded regions, the response of the
TDL model oscillates.

IV. TIME-DELAYED LUR’E MODEL WITH BIAS
GENERATION

We now modify the discrete-time time-delay Lur’e model
by including the bias-generation mechanism shown in Figure
1. The corresponding closed-loop dynamics are thus given by xk+1

xd,k+1

xw,k+1

 =

 A 0 0

ed,dC Nd 0

0 eT1,d 0


 xk

xd,k

xw,k

+

B0
0

 vb,k, (29)

Fig. 10: Example 3.3: Response yk of the TDL model for d = 0, 1 and
α = 0.6, 1.1 with δ = 1.

Fig. 11: Example 3.3: Frequency response of yk for d = 0, 1 with α = 1.1
and δ = 1. Note that, for d = 0, the peak is located at θ1, whereas, for
d = 1, the peak is located at θ3.

with yk, yd,k, and yf,k given by (2), (3), and (4), respectively,
where β is a constant,

vb,k = (β + vf,k)vk, (30)

and vf,k = satδ(yf,k). Note that the constant α is now omit-
ted. Instead, the constant input v is injected multiplicatively
inside the loop, thus playing the role of α. This feature allows
the offset of the oscillation to depend on the external input.
The resulting bias ȳ of the periodic response is thus given
by

ȳ = vβG(1). (31)

β + G(z)
vb

Gw(z) Gd(z)

×

v

vf

y

ydyf

Fig. 12: Discrete-time time-delayed Lur’e model with constant input v and
bias generation.
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Example 4.1: Let G(z) = 1/z, d = 0, β = 2.5, v = 1.1,
and δ= 1. Figure 13(a) shows that the output yk is oscillatory
with offset ȳ = vβG(1) = 2.75. Figure 13(b) shows vf,k
and yf,k. Note that, as in Example 3.3, despite the offset ȳ
of yk, the signals yf,k and vf,k oscillate without an offset.
Finally, Figure 13(c) shows the magnitude of the frequency
response for yk − ȳ. Note that the peak is located near the
same frequency as in Example 3.3, and thus the oscillation
frequency remains the same with the addition of the bias-
generation mechanism. �

Fig. 13: Example 4.1: For v = 1.1, β = 2.5, d = 0, and δ = 1, (a) shows
yk and the offset ȳ, (b) shows vf,k and yf,k, and (c) shows the frequency
response of yk − ȳ.

V. CONCLUSIONS

This paper presented and analyzed a discrete-time Lur’e
model that exhibits self oscillation. This model involves an
arbitrary asymptotically stable linear system, a time delay,
a washout filter, and a saturation nonlinearity. It was shown
that, for sufficiently large loop gain, the response converges
to a periodic signal, and thus the system has self-excited
oscillations. This result can be extended to sigmoidal non-
linearities described by iv) in Section I. A bias-generation
mechanism provides an input-dependent oscillation offset.
The amplitude and spectral content of the oscillation were
analyzed in terms of the components of the model. Future
work will include a more detailed analysis of the discrete-
time self-excited model and use it for system identification
and adaptive stabilization.
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