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One of the most striking phenomena in systems and 
control theory is initial undershoot, where the initial 
direction of the response of a system to a step input 

or setpoint command is opposite to the direction of the 
asymptotic response. As mentioned in “Summary,” initial 
undershoot represents a fundamental limitation on the per-
formance of a control system, and it has potentially serious 
consequences, especially when the initially “wrong” direc-
tion violates constraints on the output of the system. For 
example, in motion control applications, such as robotics 
or autonomous vehicles, initial undershoot may result in a 
collision. In any event, initial undershoot is an intriguing, 
visual example of a system-theoretic phenomenon that occurs 
in electrical, mechanical, and cyberphysical systems, and 
it is one of the many deleterious effects of nonminimum-
phase zeros on the achievable performance of feedback 
control systems [1]–[3].

The study of initial undershoot has an interesting and 
somewhat convoluted history. According to [4], initial under-
shoot is discussed in [5] (in Japanese) for single-input, single-
output (SISO) continuous-time systems, where it is shown 
that initial undershoot occurs if and only if the system has 
an odd number of real zeros that are greater than zero. This 
result is later reported by many researchers for continu-
ous-time systems, including [6]–[11]. In [12] and [13], initial 
undershoot is investigated for transfer functions that arise in 
process control. The results of [5] are extended to multiple-
input, multiple-output continuous-time systems in [4], where 
it is shown that initial undershoot is not directly related to the 
transmission zeros of the transfer function matrix.

Initial undershoot also occurs in discrete-time systems. 
This case is discussed in [14] and [15], where it is stated 
without proof that initial undershoot occurs if and only if 
the discrete-time system has an odd number of real zeros 
that are greater than one.

Although initial undershoot occurs in the discretized 
dynamics of sampled-data systems, the situation is more com-
plicated due to the fact that the zeros of a sampled-data system 

depend on the poles and zeros of the underlying continuous-
time system as well as the sample time [16], [17, p. 63]. In addi-
tion, a discretized plant with sufficiently small sample time 
may possess sampling zeros, although these are negative [17, p. 
64], [18]. The relationship between the zeros of the discretized 
plant and the zeros of the continuous-time plant is, therefore, 
significantly more complicated than the exponential map, 
which relates the poles of the discretized plant to the poles 
of the continuous-time system independently of the zeros. 
Despite this complication, the step response of a sampled-
data system is simply a sampled version of the step response 
of the continuous-time system. Therefore, under sufficiently 
fast sampling, the discretized system has initial undershoot if 
and only if the continuous-time system has initial undershoot, 
and, thus, the number of real zeros greater than one in the dis-
cretized system is odd if and only if the number of real zeros 
greater than zero in the continuous-time system is odd.
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Summary

I t often occurs in practice that the response to a step input 

or setpoint command moves initially in a direction that 

is opposite to the direction of the asymptotic response. In 

many real-world applications, this phenomenon—called 

initial undershoot—presents a fundamental limitation on 

control system performance. Although the basic mecha-

nism responsible for initial undershoot, namely, an odd 

number of real, positive zeros, is well understood, it is sur-

prising that, as the setpoint changes, initial undershoot may 

appear or disappear for the same plant dynamics. The goal 

of this tutorial note is to investigate the causes of this puz-

zling phenomenon. In particular, for setpoint command fol-

lowing with a changing setpoint, this article shows (spoiler 

alert) that the internal state when the setpoint changes 

determines the presence or absence of initial undershoot. 

Complete proofs for both initial and delayed undershoot in 

both continuous time and discrete-time systems are given 

to make the article self-contained and useful for students 

and instructors of systems and control theory.
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Under sufficiently fast sampling, the zeros of a dis-
cretized system are approximately equal to ,ez Tsi  where 
zi are the zeros of the continuous-time system. Moreover, 
under sufficiently fast sampling, all of the sampling zeros 
are negative. Therefore, under sufficiently fast sampling, 
the number of positive zeros of the continuous-time system 
is equal to the number of real zeros greater than one in the 
discretized system. This observation is given in Theorem 9. 
On the other hand, under sufficiently slow sampling, the 
discretization of a strictly proper system with nonzero dc 
gain does not have initial undershoot and, thus, as stated in 
Theorem 10, has no real zeros greater than one.

An extension of initial undershoot is the phenomenon 
of delayed undershoot (also called inverse response), where, 
at some time after the onset of a step input or setpoint 
command, the direction of the system response relative 
to the initial response is opposite to the direction of the 
asymptotic response relative to the initial response. Ini-
tial undershoot can thus be viewed as an extreme case of 
delayed undershoot, where the “delay” is zero. Since oscil-
latory systems typically exhibit delayed undershoot, how-
ever, this phenomenon cannot be tied solely to the zeros 
of the system [19]. Nevertheless, the existence of at least 
one real zero greater than zero is a sufficient condition for 
delayed undershoot, which is consistent with the fact that, 
if the step response has initial undershoot, then it also has 
delayed undershoot.

Having established the fundamental mechanisms under-
lying initial and delayed undershoot, this article focuses 
on the puzzling situation where, during the operation of a 
closed-loop system with a changing setpoint command, the 
response may exhibit initial undershoot in certain instances 
but not others. Surprisingly, this can occur despite the fact 
that the plant is unchanged, and there are no external dis-
turbances. The main contribution of this article is to investi-
gate the underlying cause of this “enigmatic” undershoot. In 
particular, this article shows that initial and delayed under-
shoot are not determined solely by the transfer function of 
the forced response of the system but, rather, depend on a 
modified transfer function that depends on the initial state 
of a realization of the plant. Examples 4 and 12 in this article 
show that a nonzero initial state may induce initial under-
shoot in a plant whose forced response alone does not have 
initial undershoot, and vice versa. Within a control system 
context, where a setpoint command plays the role of a step 
input, it turns out that, if the internal state converges after a 
change in the setpoint, then the initial and delayed under-
shoot behaviors are consistent for each new setpoint. If, how-
ever, the setpoint command changes before the internal state 
converges, then the initial or delayed undershoot behavior 
may change depending on the internal state when the set-
point command changes. Since, in practice, the internal 
state is unknown, initial or delayed undershoot may occur 
without explanation. The main contribution of this article is, 
thus, to demystify enigmatic undershoot.

PRELIMINARIES FOR CONTINUOUS-TIME  
SYSTEMS
Consider the continuous-time system

	 ( ) ( ) ,x t A x t B uc c c c= +o r � (1)

	 ( ) ( ) ,y t C x t E uc c c c= + r � (2)

where for all ,t 0$  ( )x t Rc
n!  is the state, ( )y t Rc !  is the 

output, and u R!r  is a nonzero step input. The matrices 
( , , , )A B C Ec c c c  are assumed to be a minimal state-space 
realization of the transfer function

	 ( ) ( ) .G s C sI A B Ec c c c c
1_ - +- � (3)

Note that ( ) .G Ec c3 =

Throughout this article, ( )G sc  is assumed to be asymp-
totically stable, SISO, and of the form

	 ( ) ( )
( )

( ) ( )
( ) ( )

,G s K D s
N s

K s p s p
s z s z

c
c

c

n

m

1

1

g
g

= =
- -
- -

� (4)

where ,n 1$  ,n m 0$ $  ,K 0!  a nd , ,z z Cm1 f !  a nd 
, ,p p Cn1 f !  are the zeros and poles of ( ),G sc  respectively. 

Since ( , , )A B Cc c c  is controllable and observable, the polyno-
mials Nc  and Dc  have no common roots. Let d n m 0_ $-  
denote the relative degree of ( ) .G sc  Note that ( )G sc  is 
strictly proper, that is, ,d 02  if and only if ,E 0c =  and ( )G sc  
is exactly proper, that is, ,d 0=  if and only if .E Kc =  If ( )G sc  
is exactly proper, then ( ) ( )G s G s Ec c c_ -t  is the strictly proper 
part of ( ),G sc  which is given by

	 ( ) ( )
( )

( )
( ) ( )

.G s K D s
N s

K K D s
N s D s

c
c

c

c

c c
= - =

-t � (5)

Since Nc  and Dc  have no common roots, it follows that 
N Dc c-  and Dc  have no common roots, and, thus, there is 
no pole-zero cancellation in (5). Furthermore, N Dc c-  and 
Nc  have no common roots, and, thus, the zeros of ( )G sc

t  are 
different from the zeros of ( ) .G sc  If ( )G sc  is strictly proper, 
then ( ) ( ) .G s G sc c=t

For all ,t 0$  the step response of (1) and (2) with a pos-
sibly nonzero initial state ( )x 0c  is

	 ( ) ( ) d .y t C e x C e B u E u0c c c c
( )

c c
tA t t A

0

c c x= + +x- r r# � (6)

Hence,

	 ( ) ( ) .y C x E u0 0c c c c= + r � (7)

If ( )x 0 0c =  and ,E 0c =  then ( ) .y 0 0c =

Definition 1
The response ( )y tc  given by (6) has initial undershoot if there 
exists t 012  such that, for all ( , ),t t0 1!

	 [ ( ) ( )] [ ( ) ( )] .y t y y y0 0 0c c c c3 #- - � (8)
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Definition 2
The response ( )y tc  given by (6) has delayed undershoot if 
there exists t 02  such that (8) holds.

The distinction between initial undershoot and 
delayed undershoot (Table 1) is explained in “Initial 
Undershoot Versus Delayed Undershoot.” Note that 
if ( )y tc  has initial undershoot, then ( )y tc  has delayed 
undershoot. However, Example 6 shows that the con-
verse is not true. Moreover, if ( ) ( )y y 0c c3 = , then yc  has 
initial and delayed undershoot. The special case ( )y 0 0c =  
is worth noting.

Proposition 1
Assume that ( ) .y 0 0c =  Then, ( )y tc  has initial undershoot 
if and only if there exists t 012  such that, for all ( , ),t t0 1!

	 ( ) ( ) .y t y 0c c 3 # � (9)

In addition, ( )y tc  has delayed undershoot if and only if 
there exists t 02  such that (9) holds. 

The following observation is immediate but worth noting.

Proposition 2
Let .R!a  Then, ( )y tc  has initial undershoot if and only 
if ( )y tc a-  has initial undershoot. In addition, ( )y tc  has 
delayed undershoot if and only if ( )y tc a-  has delayed 
undershoot.

Proof
For all ,t 0$  define ( ) ( )y t y tc, c_ a-a  and note that

[ ( ) ( )][ ( ) ( )] [ ( ) ( )][ ( ) ( )].y t y y y y t y y y0 0 0 0c, c, c, c, c c c c3 3- - = - -a a a a

� (10)

Hence, (8) is satisfied if and only if

	 [ ( ) ( )] [ ( ) ( )] .y t y y y0 0 0c, c, c, c,3 #- -a a a a � ¨

Proposition 2 shows that initial undershoot is preserved 
under an arbitrary, constant offset of the step response. The 
following result views E uc r  as a constant offset of the step 
response of the strictly proper part of ( ) .G sc

Proposition 3
Let ( ) .x 0 Rc

n!  Then, ( )y tc  has initial undershoot if and only 
if ( )y t E uc c- r  has initial undershoot. In addition, ( )y tc  has 

Definition 1 Initial undershoot 

Definition 2 Delayed undershoot 

Proposition 1 Initial undershoot with the zero initial state 

Proposition 2 Shift-invariance property of initial and 
delayed undershoot 

Proposition 3 Application of Proposition 2 for exactly 
proper systems 

Proposition 4 Laplace transform of ( ) ( )y t y 0c c-  

Proposition 5 Asymptotic value ( )yc 3  of ( )y tc  

Proposition 6 First nonzero right-sided derivative of ( )y tc  
at t 0=  

Proposition 7 Initial sign of ( )y tc  

Proposition 8 Initial undershoot with the zero initial state 
using relative degree 

Theorem 1 Initial undershoot with the zero initial state 
using zeros 

Theorem 2 Initial undershoot with a nonzero initial state 

Theorem 3 Delayed undershoot 

Theorem 4 Lower bound on the maximum deviation of 
( )y tc  from ( )y 0c

TABLE 1  A summary of continuous-time definitions and 
results.

Initial Undershoot Versus Delayed 
Undershoot

The following example illustrates the distinction between 

initial and delayed undershoot.

Example S1

Consider the continuous-time transfer functions

	 ( )
( )

( )
,G s

s
s

1
1

c 3=
+

- -
� (S1)

	 ( )
( )
( )

.G s
s
s

1
1

c 3

2

=
+

-
� (S2)

Assuming that the free response is zero, the unit step re-

sponses ( )y tc  of (S1) and (S2) have, respectively, initial and 

delayed undershoot, as shown in Figure S1.� 

0 2 4 6 8 10

0

1

y c
 (t

)

t (s)

Gc in (S1)
Gc in (S2)

FIGURE S1 In Example S1, the unit step responses ( )y tc  of (S1) 
and (S2) have, respectively, initial and delayed undershoot.
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delayed undershoot if and only if ( )y t E uc c- r  has delayed 
undershoot.

In view of (6), Proposition 3 shows that, for all initial 
states ( ),x 0c  the presence or absence of initial undershoot 
is independent of the value of .Ec  Hence, there is no loss 
of generality by setting E 0c =  in (2), that is, by replacing 
the exactly proper transfer function ( )G sc  with its strictly 
proper part ( ).G sc

t  This observation is further justified by 
the following result, which shows that the Laplace trans-
form of ( ) ( )y t y 0c c-  does not depend on .Ec

Proposition 4
Let ( )y tc  be the step response of (1) and (2) given by (6). Then,

	 L ( ) ( ) ( ) ,y t y G s s
u0c c c- = u
r" , � (11)

where

	 ( ) ( ) ( ) .G s C sI A u A x B1 0c c c c c c
1_ - +-u
r
8 B � (12)

Proof
Subtracting (7) from (6) and taking the Laplace transform 
yields

L

( ) ( ) ( )

( ) [ ( ) ( ) ( )]

( ) ( )

( ) .

( ) ( ) ( ) ( ) ( )

( )

y t y C sI A x C sI A B s
u

s C x

C sI A x B s
u

s C x

C sI A x B s
u

s sI A x

C sI A s B u s A x

G s s
u

0 1 0

0 1 0

1 1 0

0 0

1 0

c c c c c c c c

c c

c c c c c c

c c c c c c

c c c c c

c

1

1

1

1 1

= - + -

= - + - -

= - +

=

- = - + -

-

-

-

-

- -

r

r

r

u r

r

8

8

B

B

" ,

�

4

The situation is different, however, for the case of the non-
zero initial state since, as shown by (6), the effect of ( )x 0c  is not 
equivalent to a constant offset of ( ).y tc  Examples 4 and 6 show 
that initial undershoot or delayed undershoot may occur for 
some initial states but not others. The following result, which 
follows from the final value theorem [20, p. 15], [21], provides 
an expression for the asymptotic value ( )yc 3  of ( ).y tc

Proposition 5
( ) ( )limy y tc c

t
3 _

"3
 exists and is given by

	 ( ) ( ) ( ) ( )
( )

.limy G s u G u K D
N

u0 0
0

c c c
c

c

s 0
3 = = =

"
r r r � (13)

In view of (8), Proposition 5 implies that if

	 ( ) ( )G u C x E u0 0c c c c= +r r � (14)

then ( )y tc  has initial undershoot. In particular, in the spe-
cial case where ( ) ,x 0 0c =  Proposition 5 implies that if

	 ( ) ,G E0c c= � (15)

then ( )y tc  has initial undershoot. However, Example 4 
shows that the converses of these statements are not true.

INITIAL UNDERSHOOT FOR CONTINUOUS-TIME 
SYSTEMS WITH ZERO INITIAL STATE
For the case of zero initial state, this section provides 
a necessary and sufficient condition for initial under-
shoot in terms of the zeros of the strictly proper part 

( )G sc
t  of ( ) .G sc  The following section considers the 

case of the nonzero initial state.
The right-sided derivative of ( )y tc  at t 0=  is given by

	 ( )
( ) ( )

.limy t
y t y

0
0

c
c c

t 0
_

-
.

+l � (16)

Since ycl  is continuous, it follows that

	 ( ) ( )
( ) ( )

.lim lim limy y t
y t y t

0c c
c c

t t0 0 0 d

d
= =

+ -
. . "d

+l l � (17)

Likewise, for all , , , ,i 1 2 3 f! " ,  define the ith right-sided 
derivative of ( )y tc  at t 0=  by

	 ( )
( )

.limy
t

y t
0

d
d

c
( ) ci

t i

i

0
_

.

+ � (18)

The following result, which follows from the initial 
value theorem [22, p. 816], concerns the first nonzero right-
sided derivative of ( )y tc  at .t 0=

Proposition 6
Assume that ( )G sc  is strictly proper and ( ) .x 0 0c =  Then, for 
all , , ,i d1 1f! -" ,  ( ) ( ) .limy s G s u0 0c

( )
c

i
s

i= =
"3

+ r  Furthermore, 
( ) ( )limy s G s u Ku0 .c

( )
c

d
s

d= =
"3

+ r r

Proposition 7
Assume that ( )G sc  is strictly proper and ( ) .x 0 0c =  Then, 
there exists t 012  such that, for all ( , ),t t0 1!

	 ( ) ( ) .y t y Ku0sign sign signc c
( )d= =+ r � (19)

Proof
Note that, for all ,t 02  ( )y tc  is a finite sum ( )tv  of sinusoi-
dal and exponential functions; this sum is the real-analytic 
extension of ( )y tc  to .R  Using Proposition 6, it follows that 
for all ,t R!

( ) ( ) !
( )

( ) !
( )

!
( )

! !
( )

,

t i
t

y i
y t

i
t

d
Kut

i
t

0
0

0
0 0

0

( )

c
c
( ) ( )

( )

i i

i
i i

i

d i i

i d

d i i

i d

1

1 1

1

v v
v

v

v

= +

= + +

= +

3

3

3

=

+

= = +

= +

r

/

/ /

/
where, as ,t 0"

!
( )

( ).i
t

O t
0( )i i

i d

d

1

1v
=

3

= +

+/
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Therefore, as ,t 0"

( ) ! ( ),t d
Kut O t

d
d 1v = + +r

Thus, as ,t 0.

( ) ! ( ).y t d
Kut O t

d
d 1

c = + +r

Hence, there exists t 012  such that, for all ( , ),t t0 1!  (19) is 
satisfied.� 4

The following result follows from Propositions 1 and 7.

Proposition 8
Assume that ( ) ,x 0 0c =  and let d 1$t  denote the relative 
degree of ( ).G sc

t  Then, the step response ( )y tc  of ( )G sc  has 
initial undershoot if and only if

	 ( ) [ ( ) ] .y y E u0 0c
( )

c c
d 3 #-+ r
t

� (20)

Proof
Since ( )y t E uc c- r  is the step response of ( ),G sc

t  Propositions 1 
and 7 imply that ( )y t E uc c- r  has initial undershoot if and 
only if (20) is satisfied. Thus, Proposition 2 implies that ( )y tc  
has initial undershoot if and only if (20) is satisfied.� 4

Theorem 1
Assume that ( )x 0 0c =  and ( ) .G E0c c!  Then, the step response 

( )y tc  of ( )G sc  has initial undershoot if and only if ( )G sc
t  has 

an odd number of real zeros greater than zero.

Proof
First, consider the case where ;E 0c =  that is, ( )G sc  is strictly 
proper. Thus, Propositions 5 and 6 imply that

	 ( ) ( ) ( )
( )

.y y K u D
N

0 0
0

c
( )

c
c

cd 2 23 =+ r � (21)

Since ( ) ,G 0 0c !  it follows that ( ) .N 0 0c !  Moreover, since 
( )G sc  is asymptotically stable, every real root of Dc is negative. 

Therefore, using Lemma S1 (see “Determining the Sign of a Poly-
nomial”), it follows from (21) that

( ) ( ) ( )
( )

( )
( )

( )
( )

( ) ,

y y K u D
N

0 0
0

1
1

1
1

1

sign sign

sign

sign

c
( )

c
c

c

( )

( )

( )
( )

d 2 2

0

0

0

0
0

D

N

N
N

c

c

c

c

3 =

=
-

-

=
-

-
= -

r

r

r
r

+ rc m6 @

where ( )pr a  is the number, counting multiplicity, of real 
roots greater than R!a  of the polynomial p. Thus, 

( ) ( )y y0 0c
( )

c
d 3 1+  if and only if ( )0Ncr  is odd. Therefore, 

Proposition 8 implies that ( )y tc  has initial undershoot if 
and only if ( )0Ncr  is odd, that is, if and only if ( ) ( )G s G sc c= t  
has an odd number of real zeros greater than zero.

Next, consider the case where .E 0c !  Since ( )y t E uc c- r  
is the step response of the strictly proper transfer function 

( ),G sc
t  it follows that ( )y t E uc c- r  has initial undershoot if 

and only if ( ),G sc
t  has an odd number of real zeros greater 

than zero. Thus, Proposition 3 implies that ( )y tc  has initial 
undershoot if and only if ( )G sc

t  has an odd number of real 
zeros greater than zero.� 4

The following example (Table 2) illustrates Propositions 
5–8 and Theorem 1.

Example 1
Let ( )x 0 0c =  and ,u 1=r  and consider the transfer function

	 ( ) ( ) ( ) ( ) ( )
( )

,G s s s s s
s

1 2 3 4
200 1

c =
+ + + +

- -
� (22)

which has exactly one real zero greater than zero. Hence, 
Theorem 1 implies that ( )y tc  has initial undershoot.

To show this more directly, Proposition 6 implies that

	 ( ) ( ) ,limy sG s0 0c
( )

cs
1 = =

"3

+ � (23)

	 ( ) ( ) ,limy s G s0 0c cs
2(2) = =

"3

+ � (24)

	 ( ) ( ) .limy s G s0 200c cs
3(3) = =-

"3

+ � (25)

Alternatively,

 	
L

L( )

( ) ( ) ( )

( )

,

( )
y t s

G s

s s s s

s

e e e e

100 12
1

3 1
2

2 2
3

3 3
4

12 4
5

100 12
1

3
2

2
3

3
4

12
5

c
c

t t t t

1

2 3 4

1=

= -
+
+

+
-

+

+
+

= - + - +

-

- - - -

-

` j

'

'

1

1

� (26)

and thus,

	 ( ) ,y t e e e e100 3
2 3 4 3

5
c
( ) t t t t1 2 3 4= - + -- - - -` j � (27)

	 ( ) ,y t e e e e100 3
2 6 12 3

20
c
( ) t t t t2 2 3 4=- + - +- - - -` j � (28)

	 ( ) .y t e e e e100 3
2 12 36 3

80
c
( ) t t t t3 2 3 4= - + -- - - -` j � (29)

Example S1 Distinction between initial and delayed 
undershoot 

Example 1 Initial undershoot with the zero initial state 

Example 2 Initial undershoot for a two-link planar system

Example 3 Zeros of exactly proper systems 

Example 4 Initial undershoot with a nonzero initial state 

Example 5 Delayed undershoot 

Example 6 Delayed undershoot 

Example 7 Application of Theorem 4 

Example 8 Initial undershoot in setpoint command 
following

Example 9 Enigmatic undershoot in setpoint command 
following

TABLE 2  A summary of continuous-time examples.
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It follows from (27)–(29) that ( ) ( )y y0 0 0c
( )

c
( )1 2= =+ +  and 

( ) ,y 0 200c
( )3 =-+  as shown in (23)–(25). Figure 1 shows the  

unit step response ( )y tc  of (22). Note that, as implied by 
Proposition 7, for all sufficiently small ,t 02  sign ( )y tc = 
sign ( ).y 0c

( )d +  Moreover, Proposition 5 yields ( )yc 3 = 
( ) ( ) ( ) / ,lim limy t G s G 0 25 3c c ct s 0= = =" "3  as shown in Fig-

ure 1. Since ( ) ( ) ,y y0 0c
( )

c
d 3 1+  it follows from Proposition 8 

that ( )y tc  has initial undershoot.� Z

Example 2
Consider the planar two-link system shown in Figure 2, 
where p1  is the point where the first link is connected to the 
fixed horizontal plane, p2  is the point where the first link is 
connected to the second link, .0 51 2, ,= =  m are the length 
of the links, m m 10 kg1 2= =  are the masses of the links, 

 c 10 kg·m /rad1
2=  and  c 2 kg·m /rad2

2=  are the damp-
ings at the joints,  k 5 N·m/rad1 =  and  k 1 N·m/rad2 =  are 

Determining the Sign of a Polynomial

Lemma S1

Let ( )p x x xn
n

1 0gb b b= + + +  be a nonzero polynomial with 

real coefficients; assume that ;0n !b  let ;R!a  assume 

that ( ) ;p 0!a  and let ( )pr a  be the number, counting multiplic-

ity, of real roots of p greater than .a  Then,

	 ( ) ( ) .p 1sign sign( )
n

pa b= - r a � (S3)

Proof

Let , , ( )1 pfv vr a  denote the real roots of p that are greater than 

;a  let , ,1 ft t,  denote the real roots of p that are less than ;a  

and let , , , ,r r1 1 fp p p pr r  denote the nonreal complex roots of p, 

where pr  denotes the complex conjugate of .C!p  Note that 

( ) .n r2p ,r a= + +  Define

( ) ( ) ( ),p x x x ( )1 1 pg_ v v- - r a

( ) ( ) ( ),p x x x2 1 g_ t t- - ,

( ) ( ) ( ) ( )( ),p x x x x xr r3 1 1 g_ p p p p- - - -r r

and note that

( ) ( ) ( ) ( ) ,p 1sign sign sign ( )
( )

1 1 p
pga a v a v= - - = -r a
r a � (S4)

	 ( ) ( ) ( ) ,p 1sign sign sign2 1 ga a t a t= - - =, � (S5)

	 ( ) [( ) ] [( ) ,p a b a b 1sign sign sign r r3 1
2

1
2 2 2ga a a= - + - + =] � (S6)

where, for all , , , Rei r a1 i if _ p=  and .Imbi i_ p  Thus, since 

( ) ( ) ( ) ( ) ,p p p p n1 2 3a a a a b=  it follows from (S4)–(S6) that 

( ) ( ( )) ( ( )) ( ( )) ( )p p p p 1sign sign sign sign sign ( )
n1 2 3

pa a a a b= = - r a

.sign nb 	  � 4

Replacing x by – x in Lemma S1 yields the following result.

Lemma S2

Let ( ) ,p x x xn
n

1 0gb b b= + + +  where ,0n !b  be a nonze-

ro polynomial with real coefficients; let ;R!a  assume that 

( ) ;p 0!a  and let ( )po a  be the number, counting multiplicity, of 

real roots of p less than .a  Then,

	 ( ) ( ) .p 1sign sign( )n
n

pa b= - o a+ � (S7)

Note that (S3) and (S7) imply that

	 ( )
( )

,
p

par signp
n

r a
b
a

= � (S8)

	 ( )
( ) ( )

,
p1

par signp
n

n

o a
b
a

=
-

� (S9)

where “par” denotes parity. Note that (S8) and (S9) provide ex-

pressions for the parities of ( )pr a  and ( )po a  that do not require 

knowledge of the roots of p.

Example S2

Let ( ) ,p x x x x x x2 24 90 120 88 965 4 3 2_- + - + - +  and note that 

( ) , ( ) , ( ) ,p p p0 96 3 60 5 156= =- =  and ( ) .p 7 1500=-  Thus, it 

follows from (S8) that

	 ( ) , ( ) ,0 1 3 1par parp pr r=- = � (S10)

	 ( ) , ( ) .5 1 7 1par parp pr r=- = � (S11)

In fact, since ( ) { , , , },p 2 4 6roots ! .=  it follows that

	 ( ) , ( ) ,0 3 3 2p pr r= = � (S12)

	 ( ) , ( ) ,5 1 7 0p pr r= = � (S13)

which implies (S11). Figure S2 shows ( )p a  versus .a � G
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p
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p (α) > 0

πp(α) = 3

p (α) < 0

πp(α) = 2

p (α) > 0

πp(α) = 1

p (α) < 0

πp(α) = 0

FIGURE S2 Example S2. ( )p a  versus .a  The red stars show 
the real roots of p.
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the stiffnesses of the joints, and 1i  and 2i  are the angles 
from the fixed horizontal plane to the links. Let u1  and 
u2  denote the external torques applied to joints p1  and ,p2  
respectively. The linearized equation of motion about the 
equilibrium [ ] 0T

1 2 1 2i i i i =o o  is given by
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See [23] for more details. The transfer function from u1  to 
2i  is given by

	 ( )
( . ) ( . ) ( . . )

. ( . ) ( )
,G s

s s s s
s s

16 34 0 52 0 98 0 49
1 03 0 4 2

u 22 1 =
+ + + +

- + -
i � (31)

which has exactly one real zero greater than zero. Note that 
[23] shows that, for a two-link system, the linearized trans-
fer function from u1  to 2i  has exactly one real zero greater 
than zero, regardless of the values of the parameters. Theo-
rem 1 thus implies that the unit step response ( )y tc  of (31) 
with the zero initial state has initial undershoot, as shown 
in Figure 3.� Z

In the case where ( ) ,x 0 0c =  Theorem 1 provides neces-
sary and sufficient conditions for the existence of initial 
undershoot. Although ( )G sc  may be either strictly proper 
or exactly proper, this necessary and sufficient condition 
concerns the strictly proper part ( )G sc

t  of ( )G sc . In the case 
where ( )G sc  is exactly proper, ( )G sc  has n zeros, and ( )G sc

t  
has m n1  zeros. This leads to the question as to whether 
or not the presence or absence of initial undershoot can be 
directly characterized in terms of the zeros of ( )G sc  rather 
than indirectly in terms of the zeros of ( ).G sc

t  The following 
example investigates this question.

Example 3
Let Ec  be a nonzero real number, and let ( )G sc  be the trans-
fer function

	 ( )
( ) ( )

( )
,G s

s
s E

s
E s E s E

2
1

2
4 1 4 1

c c
c c c

2 2

2

=
+
- + =

+

+ + + -
� (32)

whose strictly proper part has exactly one real zero greater 
than zero. Furthermore,

	 ( )
( )

( ) ( )
,G s

s
s z s z

2c 2
1 2

=
+

- -
� (33)

where, for ,E 0c !

	 ,z E
E E

2
4 1 12 1

c

c c
1 =
- - - + � (34)

	 .z E
E E

2
4 1 12 1

c

c c
2 =
- - + + � (35)

Therefore, if ( , / ),E 1 12c 3! - -  then z1  and z2  are complex 
conjugates, whereas if / ,E 1 12c =-  then .z z 41 2= =  Fur-
thermore, as Ec  increases from /1 12-  to zero, z1  and z2  

depart from four in opposite directions, with lim z 1E 0 1c =-  
and .lim zE 0 2c 3=-  Finally, as Ec  increases from zero to ,3  
z1  decreases from one to ,2-  and z2  increases from 3-  
to .2-  Therefore, although the strictly proper part of ( )G sc  
has exactly one real zero greater than zero, ( )G sc  may have 
zero real zeros, exactly two real zeros less than zero, exactly 
one real zero greater than zero, or exactly two real zeros 

0 2 4 6 8 10
t (s)

0

4

8

y c
 (

t) 0

FIGURE 1 Example 1. The unit step response of (22). Note that 
(0 ) 0y(1)

c =+  and (0 0) .y(2)
c =+  However, (0 ) 0,y(3)

c 1+  and thus, for 
all sufficiently small ,t 02  ( ) 0t .yc 1  Furthermore, since the as-
ymptotic response is ( ) 25/3 0,yc 3 2=  ( )tyc  has initial undershoot. 
Alternatively, since ( )G sc  has exactly one real zero greater than 
zero, ( )y tc  has initial undershoot.
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1, m1

2, m2
c2, k2

c1, k1

p2

p1

FIGURE 2 Example 2. A two-link planar system.
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FIGURE 3 Example 2. For the two-link system shown in Fig
ure 2, the transfer function in (31) has exactly one real zero 
greater than zero, and thus, the unit step response 2i  of (31) has 
initial undershoot.
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greater than zero. Therefore, the zeros of an exactly proper 
transfer function cannot be used to infer the presence or 
absence of initial undershoot.� Z

INITIAL UNDERSHOOT FOR CONTINUOUS-TIME 
SYSTEMS WITH A NONZERO INITIAL STATE
For the case where the initial state is not necessarily zero, 
this section provides a necessary and sufficient condition 
for initial undershoot in terms of the zeros of ( )G scu  defined 
by (12). The following result is a consequence of Theorem 1 
and Propositions 2 and 4.

Theorem 2
Assume that ( )x 0 Rc

n!  and ( ) ,G 0 0c !u  where ( )G scu  is given by 
(12). Then, the step response ( )y tc  has initial undershoot if and 
only if ( )G scu  has an odd number of real zeros greater than zero.

Proof
For the realization ( , ( / ( ) , ))A u A x B C1 0c c c c c+r  of ( ),G scu  Prop-
osition 4 implies that

	 ( ) ( ) ( ) ,x t A x t u A x B u1 0c c c c c c= + +uo u
r

r8 B
	 ( ) ( ) ( ),y t y C x t0c c c c- = u

where the internal state ( )x t Rc
n!u  satisfies ( ) .x 0 0c =u  Thus, 

since ( )G scu  is strictly proper, and ( ) ,G 0 0c !u  Theorem 1 implies 
that ( ) ( )y t y 0c c-  has initial undershoot if and only if ( )G scu  
has an odd number of real zeros greater than zero. There-
fore, Proposition 2 implies that ( )y tc  has initial undershoot 
if and only if ( )G scu  has an odd number of real zeros greater 
than zero.� 4

Theorem 2 corrects [24, Th. III.9], where the term ( ) ( )G s y 0c c-  
appears in place of ( ).G scu  Note that, if ( ) ,x 0 0c =  then (13) 
implies that ( ) ( );G s G sc c=u t  otherwise, ( )G scu  and ( )G sc

t  may 

have different zeros, as demonstrated by the follow-
ing example.

Example 4
Let

	 ( )
( )

( ) ( ) ( )
,G s

s
s s s

2
100 1 3 6

c 3=
+

- - +
� (36)

which has a minimal realization ( , , , ),A B C 100c c c  where

	 , ,A B
6

4
0

3
0
1

2
0
0

32
0
0

c c=

- - -

=> >H H � (37)

	 .C 32
1 400 825 250c = - -6 @ � (38)

Note that

	 ( ) ( )
( )

( . ) ( . )
,G s G s

s
s s

100
2

400 8 54 0 29
c c 3= - =

+

- + -t � (39)

and thus, .d 1=t  Let ,u 1=r  and consider the step response 
( )y tc  with the two initial states ( ) ,x 0 0c =  and ( ) [ ] .x 0 0 20 0c

T=  
Note that, for ( ) ,x 0 0c =  (12) implies that ( ) ( ).G s G sc c=u t  Thus, 
for ( ) ,x 0 0c =  ( )G scu  has exactly one real zero greater than 
zero, whereas for ( ) [ ] ,x 0 0 20 0c

T=  (12) implies that

	 ( )
( )

( . ) ( . )
,G s

s
s s

4 2
2025 7 12 1 42

c 3=
+

+ +u � (40)

which has no real zeros greater than zero. Theorem 2 
implies that ( )y tc  has initial undershoot with ( ) ,x 0 0c =  but 
it does not have initial undershoot with ( ) [ ] ,x 0 0 20 0c

T=  as 
shown in Figure 4.� Z

DELAYED UNDERSHOOT FOR  
CONTINUOUS-TIME SYSTEMS
For the case where the initial state is not necessarily zero, 
this section provides a sufficient condition for delayed 
undershoot in terms of the zeros of ( )G scu  defined by (12).

Theorem 3
Let ( ) ,x 0 Rc

n!  define ( )G scu  by (12), assume that ( ) ,G 0 0c !u  
and assume that ( )G scu  has at least one real zero greater than 
zero. Then, the response ( )y tc  has delayed undershoot.

Proof
Let ( , )z 01 3!  be a real zero of ( ).G scu  Proposition 4 implies 
that

	 [ ( ) ( )] ( ) ,e y t y t G z z
u0 0dc c c

z t

0
1

1

1 - = =
3 - u r# � (41)

where, since ( )G scu  is asymptotically stable, and ,z 012  
the integral is convergent. Since e 0z t1 2-  for all ,t 0$  
(41) implies that there exist t 012  and t 022  such that 

( ) ( )y t y 0 0c c1 2-  and ( ) ( ) .y t y 0 0c c2 1-  Moreover, since 
( ) ,G 0 0c !u  Propositions 4 and 5 imply that ( ) ( ) .y y 0 0c c3 !-  

Therefore, (8) is satisfied with either tt 1=  or .t t2= � 4

0 2 4 6 
t (s)

−400

−200

0

200

y c
 (

t)

xc (0) = 0

xc (0) = [ 0 20 0 ]T

FIGURE 4 Example 4. The response ( )y tc  of (36) for two initial 
states. With (0) 0, ( ) ( )sx G G sc c c= =u t  has exactly one real zero 
greater than zero, and, thus, ( )y tc  has initial undershoot, whereas 
with (0) [0 20 0] ( ),x G sc c

T= u  has no real zeros greater than zero, 
and thus, ( )y tc  does not have initial undershoot.
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The following example shows that the sufficient condi-
tion given by Theorem 3 is not necessary.

Example 5
Consider the transfer functions

	 ( ) ( ) ( )
. ,sG s s s4 9 4 9

0 1
c . .
=
+ + + -

+ � (42)

	 ( )
( )

( ) ( )
,

s
G s

s s
2

1 1 1 1
c 3

. .
=

+

- + - -
� (43)

and let ( ) .x 0 0c =  Note that (42) and (43) have no real zeros 
greater than zero, but the unit step responses ( )y tc  of both (42) 
and (43) have delayed undershoot, as shown in Figure 5.� Z

The next example shows that the presence or absence of 
delayed undershoot depends on the initial state.

Example 6
Let

	 ( )
( )
( ) ( )

,G s
s
s s

2
2000 1 2

c 3=
+

- -
� (44)

which has a minimal realization ( , , ),A B Cc cc  where

	 , ,A B
6

4
0

3
0
2

1
0
0

64
0
0

c c=

- - -

=> >H H � (45)

	 .C 16
1 500 375 125c = -6 @ � (46)

Let ,u 1=r  and consider the response ( )y tc  with the initial 
states ( )x 0 0c =  and ( ) [ ] .x 0 0 20 0c

T=  Note that for ( ) ,x 0 0c =  
(12) implies that ( ) ( ),G s G sc c=u  which has exactly two real 
zeros greater than zero, whereas for ( ) [ ] ,x 0 0 20 0c

T=  (12) 
implies that

	 ( )
( )

. ( . . ) ( . . )
,

s
G s

s s
2

437 5 0 29 4 2 0 29 4 2
c 3

. .
=

+

+ + + -u � (47)

which has no real zeros greater than zero. Thus, Theo-
rem  3 implies that ( )y tc  has delayed undershoot (but not 
initial undershoot) with ( ) ,x 0 0c =  as shown in Figure 6.  
For the case where ( ) [ ] ,x 0 0 20 0c

T=  ( )G scu  h a s  no  rea l 
zeros greater than zero, and Theorem 3 is not applicable.  
Nevertheless, ( )y tc  does not have delayed undershoot 
with ( ) [ ] ,x 0 0 20 0c

T=  as shown in Figure 6.� G

The following result provides a lower bound on the 
maximum deviation of ( )y tc  from ( )y 0c  in the direction that 
is opposite to the asymptotic direction. This result general-
izes [3, Corollary 1.3.6] to the case where ( )y 0c  is not neces-
sarily zero and ( )yc 3  is not necessarily one.

Theorem 4
Let ( ) ,x 0 Rc

n!  define ( )G scu  by (12), assume that ( ) ,G 0 0c !u  
and assume that ( )G scu  has at least one real zero greater 
than zero, namely, .z1  Furthermore, define 0c2d  by

	
( ) ( ),

( ) ( ),
( ) ( ),
( ) ( ),

min
max
y y t

y t y
y y
y y

0
0

0
0c

c c

c c

c c

c c

t

t

0

0

3

3

2
1

_d
-

-
$

$
) � (48)

which is the maximum deviation of ( )y tc  from ( )y 0c  in the 
direction opposite to the asymptotic direction. Finally, let 

,0s2f  and define

	 :| ( ) ( )| .inft t y t y0 c cs s32 1_ f-" , � (49)

Then,

	
| ( ) ( )|

.
e

y y
1
0c c

c
s

z ts1

3
#

f
d

-

- -
� (50)

Proof
Proposition 4 implies that

	 [ ( ) ( )] ( ) ,e y t y t G z z
u0 0dc c c

z t

0
1

1

1 - = =
3 - u r# � (51)

y c
 (t

)

0 2 4
t (s)

6 8

0

100
Gc in (42)
Gc in (43)

FIGURE 5 Example 5. The unit step responses ( )y tc  of (42) and 
(43). Although (42) and (43) have no real zeros greater than zero, 

( )y tc  has delayed undershoot for both transfer functions.

y c
(t

)

t (s)
0 2 4 6 8 10

–400

–200

0

200

400

xc (0) = 0

xc (0) = [ 0 20 0 ]T

FIGURE 6 Example 6. The response ( )y tc  of (44) for two initial states. 
With (0) 0,xc =  ( ) ( )G s G sc c=u  has exactly two real zeros greater 
than zero, and yc  has delayed undershoot. With (0) [0 20 0] ,xc

T=  
( )G sc

u  has no real zeros greater than zero, and ( )y tc  does not have 
delayed undershoot.
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where, since ( )G scu  is asymptotically stable and ,z 012  the 
integral is convergent. Furthermore,

[ ( ) ( )] [ ( ) ( )]

[ ( ) ( )] ,

e y t y t e y t y t

e y t y t

0 0

0

d d

d

c c c c

c c

z t z tt

z t

t

0 0

s

s

1 1

1

- = -

+ -

3

3

- -

-

# #
#

which, combined with (51), implies that

	 [ ( ) ( )] [ ( ) ( )] .e y t y t e y t y t0 0d dc c c c
z t

t

z tt

0s

s1 1- =- -
3 - -# # � (52)

Since ( ) ,G 0 0c !u  Propositions 4 and 5 imply that either 
( ) ( )y y 0c c3 2  or ( ) ( ).y y 0c c3 1  In the case where ( ) ( ),y y 0c c3 2  

(52) implies that

	

[ ( ) ( )]

( )
.

e y t y t e t

z
e

0

1

d dc c c

c

z t

t

z tt

z t

0

1

s

s

s

1 1

1

# d

d

-

=
-

3 - -

-

# #
�

(53)

Moreover, since ( ) ( ) ,y t yc c s3$ f-  for all ,t ts$  it follows 
that

[ ( ) ( )] [ ( ) ( ) ]

[ ( ) ( ) ]
.

e y t y t y y e t

z
y y e

0 0

0

d dc c c c

c c

s

s

z t

t

z t

t

z t

1

s s

s

1 1

1

3

3

$ f

f

- - -

=
- -

3 3- -

-

# #
�

(54)

Combining (53) and (54) yields

( ) ( ) | ( ) ( )|
.

e
y y

e
y y

1
0

1
0c c c c

c
s s

z t z ts s1 1

3 3
#

f f
d

-

- -
=

-

- -

In the case where ( ) ( ),y y 0c c3 1  (52) implies that

	

[ ( ) ( )]

( )
.

e y t y t e t

z
e

0

1

d dc c c

c

z t

t

z tt

z t

0

1

s

s

s

1 1

1

$ d

d

- -

=
-

3 - -

-

# #
�

(55)

Moreover, since ( ) ( ) ,y t yc c s3# f+  for all ,t ts$  it follows 
that

[ ( ) ( )] [ ( ) ( ) ]

[ ( ) ( ) ]
.

e y t y t y y e t

z
y y e

0 0

0

d dc c c c

c c

s

s

z t

t

z t

t

z t

1

s s

s

1 1

1

3

3

# f

f

- - +

=
- +

3 3- -

-

# #
�

(56)

Combining (55) and (56) yields

	
( ) ( ) | ( ) ( )|

.
e

y y
e

y y
1

0
1
0c c c c

c
s s

z t z ts s1 1

3 3
#

f f
d

-

- -
=

-

- -
� 4 

In addition to providing a lower bound on cd , Theo-
rem  4 implies a relationship between the transient and 
asymptotic performances of dynamic systems that have 
delayed undershoot. The following example demonstrates 
one application of Theorem 4.

Example 7
Consider the transfer functions

	 ( )
( )

( )
,G s

s
s
2

200 1
c 2=

+

- -
� (57)

	 ( ) ( ) ( )
( )

,G s s s
s

2 6
600 1

c =
+ +
- -

� (58)

both of which have exactly one zero at one. Let u 1=r  and 
( ) ,x 0 0c =  and note that, for both (57) and (58), Proposition 5 

implies that ( ) .y 50c 3 =  Moreover, note that (57) has slower 
dynamics than (58). Let ,25sf =  and define cd  and ts  by (48) 
and (49), respectively. Consider the unit step responses of (57) 
and (58) shown in Figure 7. For (57), . ,t 1 5 ss .  which [using 
(50)] implies that . .7 18c $d  The lower bound on cd  is conser-
vative by a factor of about 3.8, as shown in Figure 7, where 

.27c .d  Similarly, for (58), . ,t 1 1 ss .  which [using (50)] implies 
that . .12 47c $d  The lower bound on cd  is conservative by a 
factor of about 3.8, as shown in Figure 7, where .48c .d  Since 
(57) has slower dynamics than (58), (50) implies that, for a given 

,sf  cd  has a smaller lower bound for (57) than for (58).� G

SETPOINT COMMAND RESPONSE 
WITH INITIAL UNDERSHOOT
In a control system application, a setpoint command is 
a step input. A setpoint command is specified at start-
up and may change during operation. When the setpoint 
command changes, the closed-loop system has a possi-
bly—and almost always—nonzero internal state due to 
the internal states of the plant and controller. As shown 
by Examples 4 and 6, the presence or absence of initial 
and delayed undershoot depends on the initial state. 
The setpoint response of the closed-loop system thus 
depends on the internal state when the setpoint changes; 
this state may be unknown to the system operator. Fig-
ure 8 shows a block diagram of the basic servo loop for 
the continuous-time system (1) and (2), where r(t) is the 

y c
(t

)

t (s)
0 1.1 1.5 2 3 4 5

–50

–25

0

25

50

Gc in (57)

εs = 25

Gc in (58)

FIGURE 7 Example 7. The unit step responses of (57) and (58), 
each of which has exactly one real zero at one. Since (57) has 
slower dynamics than (58), (50) implies that, for a given ,sf  the 
lower bound for cd  in the case of (57) is smaller than the lower 
bound for cd  in the case of (58).
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command, ( ) ( ) ( )e t r t y tc_ -  is the error, and ( )C sc  is the 
continuous-time controller.

To demonstrate the effect of a changing setpoint, con-
sider the time-varying step input

	 ( )
[ , ),
[ , ),
[ , ),

u t
u
u
u

t t
t t t
t t

01

2

3

1

1 2

2 3

!

!

!

=r

r

r

r
* � (59)

where t t 02 1& &  are such that ( )x t 0c 1 .o  and ( ) .x t 0c 2 .o  Set-
ting t 00 _  and using (12), define, for , , ,i 1 2 3! " ,

	 ( ) ( ) ( ) .G s C sI A u A x t B1
c, c c c c ci

i
i

1
1_ - +-
-

u
r
; E � (60)

Note that

	
( ) ( ) ( )

( ) ( ) ( ) .

G s C sI A u A x B

G s u C sI A A x

1 0

1 0

c, c c c c c

c c c c c

1
1

1

1

1

= - +

= + -

-

-

u
r

r

; E
�

(61)

Moreover, since ( ) ( ) ,x t A x t B u 0c c c c1 1 1 .= +o r  it follows that 
( ) ,A x t B uc c c1 1.- r  and thus,

	

( ) ( ) ( )

( )

( ) .

G s C sI A u A x t B

C sI A B u
u

G s u
u

1

1

1

c, c c c c c

c c c

c

2
1

2
1

1

2

1

2

1

.

= - +

- -

= -

-

-

u
r

r
r

r
rc

c

m

m

; E

�

(62)

Similarly, since ( ) ( ) ,x t A x t B u 0c c c c2 2 2 .= +o r  it follows that 
( ) ,A x t B uc c c2 2.- r  and thus,

	

( ) ( ) ( )

( )

( ) .

G s C sI A u A x t B

C sI A B u
u

G s u
u

1

1

1

c, c c c c c

c c c

c

3
1

3
2

1

3

2

3

2

.

= - +

- -

= -

-

-

u
r

r
r

r
rc

c

m

m

; E

�

(63)

Note that ( )G sc,2  and ( )G sc,3  have the same zeros as ( ).G sc  
However, the zeros of ( )G sc,1  may be different from those 
of ( ).G sc  The following example illustrates these observa-
tions.

Example 8
Let

	 ( )
( )

( )
,G s

s
s

2
4 1

c 2=
+

- -
� (64)

which has the minimal realization

	 , , .A B C
4

2
2

0
2
0 2 1c c c=

- -
= = -; ; 6E E @ � (65)

Furthermore, let ,u 101 =r  ,u 202 =r  ,u 103 =r  ,t 101 =  and ,t 202 =  
with the initial condition ( ) [ ] .x 0 5 5c

T=  Since ( ) ,G 0 1c =  Prop-
osition 5 implies that ( ) ,y uc 33 = r  and, if ,t t 02 1& &  then 

( ) ,y t uc 1 1. r  and ( ) .y t uc 2 2. r  Thus, if ,t t 02 1& &  then ( ) ,x t 0c 1 .o  

and ( ) .x t 0c 2 .o  Note that (61) yields ( ) /( ),G s s3 2c,1 = +u  which 
has no real zeros greater than zero. Thus, Theorem 2 implies 
that, at ,t 0=  ( )y tc  does not exhibit initial undershoot, as 
shown in Figure 9. However, since (62) and (63) imply that 

( )G sc,2u  and ( )G sc,3u  have the same zeros as ( ),G sc  and ( )G sc  
has one real zero greater than zero, Theorem 2 implies 
that, at t 10 s=  and ,t 02 s=  ( )y tc  exhibits initial under-
shoot, as shown in Figure 9.� G

Example 8 shows that, as long as the internal state of the 
system converges after each setpoint command, the initial 
and delayed undershoot are independent of the setpoint com-
mand. However, what happens if the setpoint changes before 
the internal state converges? The following example shows 
that, if the setpoint command changes before the internal state 
converges, then transitions to the next setpoint at different 
times may be inconsistent, that is, undershoot may occur in 
one instance but not in the other. This is enigmatic undershoot.

Example 9
Consider the servo loop shown in Figure 10, where u(t) is the 
control, y(t) is the measured output, and ( ) ( ) ( )e t r t y t_ -  is 
the error, where the setpoint command r(t) is given by

	 ( )
,
,
,

,
,
.

r t
t

t
t

10
20
25

0 30
30 33
33 60

1
1
1

#

#

#

= * � (66)

Gc(s)u (t) yc(t )Cc(s)
−

e(t )r (t )

FIGURE 8 The basic servo loop for the continuous-time system (1) 
and (2).

0 10 20
t (s)

y c

30

0

10

20

u

FIGURE 9 Example 8. The response of (64) with the time-varying 
step input (59). Although (64) has one real zero greater than zero, 

( )y tc  does not exhibit initial undershoot at t 0=  due to the non-
zero initial state. However, at both times t 10 s=  and ,t 20 s=  the 
state has converged, and, thus, ( )y tc  consistently exhibits initial 
undershoot.
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The dynamics are given by the unstable transfer function

	 ( ) ( ) ( )
( )

,G s s s
s

2 3
1

c =
- +
- +

� (67)

which has the minimal realization

	 , , . .A B C
1

2
3
0

1
0 1 0 5c c c=

-
= = - -; ; 6E E @ � (68)

The initial condition is ( ) .x 0 0c =  The Matlab commands Kal-
man and LQI are used to obtain a linear quadratic Gaussian 
controller that includes an integrator. The transfer function of 
the controller is given by

	 ( ) ( . ) ( . )
. ( ) ( . )

,G s s s s
s s

8 18 0 95
26 86 3 0 07

ue =
+ +

- + +
� (69)

which has the minimal realization

	
.
.

.

. ,
.
. ,A B

7 88
0 45
0

4 30
1 22
0

1
0
0

2 69
2 45

1
c c=

-

-

-

-

-

=rr > >H H � (70)

	 . . .C 4 19 5 96 1c = - - -r 6 @ � (71)

The initial condition is ( ) .x 0 0c =r  The transfer functions 
( )G sur  and ( )G syr  from r to u and from r to y, respectively, 

are given by

	 ( ) ( . ) ( ) ( . ) ( . ) ( . )
. ( . ) ( ) ( )

,G s s s s s s
s s s

3 34 3 2 04 1 58 0 16
26 86 0 07 2 3

ur

2

=
+ + + + +
- + - +

� (72)

	 ( ) ( . ) ( ) ( . ) ( . ) ( . )
. ( . ) ( ) ( )

.G s s s s s s
s s s

3 34 3 2 04 1 58 0 16
26 86 0 07 1 3

yr =
+ + + + +

+ + +
� (73)

Note that

	 ~ ,G
A
B C

B C
A B

0

0

0

c

c c

c c

c

c

cur -

C

r

r

r

rr> H � (74)

	 ~ ,G
A
B C
C

B C
A B
0

0

0

c

c c

c

c c

c cyr - r

r

rr> H � (75)

with the internal states .( ) ( ) [ ( ) ( ) ]x t x t x t x tc c
T T T

ur yr _= r  
Using (12), for { , , },i 1 2 3!  define
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,

( )
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G s C sI
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B C

B C
A

r
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6
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;

;

;

;
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@

@

E

E

E

E

E

E
�

(76)

where

	 , , ,r r r10 20 251 2 3_ _ _ � (77)

	
, ( ),

( ) .
x x x x x

x x x

0 30
33

, , , ,

, ,

ur yr ur yr ur

ur yr ur

1 1 2 2

3 3

_ _

_

= =

= � (78)

Since ,x x 0, ,ur yr1 1= =  it follows that

	 ( ) ( ), ( ) ( ) .G s G s G s G s, ,ur ur yr yr1 1= =u u � (79)

Since, in addition, ( )G sur  has exactly one real zero 
greater than zero, and ( )G syr  has no real zeros greater 
than zero, Theorem 2 implies that, at , ( )t u t0=  exhib-
its initial undershoot, but y(t) does not, as shown in 
Figure 11.

Next, at ,t 30 s=  the setpoint command r(t) changes from 
10 to 20. The states of the system and controller at t 30 s=  are

	 ( ) . . , ( ) . . ,x x30 0 02 20 28 30 14 5 41 87 24c c
T T= - = - -r6 6@ @  

� (80)

which imply that

	 ( ) ( ), ( ) ( ) .G s G s G s G s2
1

2
1

, ,ur ur yr yr2 2. .u u � (81)

Thus, since ( )G sur  has exactly one real zero greater than 
zero, and ( )G syr  has no real zeros greater than zero, Theo-
rem 2 implies that, at ,t 30 s=  u(t) exhibits initial under-
shoot, but y(t) does not, as shown in Figure 11.

Finally, at ,t 33 s=  the setpoint command r(t) changes from 
20 to 25. The states of the system and controller at t 33 s=  are

( ) . . , ( ) . . . ,x x30 3 61 58 26 30 23 96 28 96 105 52c c
T T= - - = - -r6 6@ @

� (82)

Gc

Kalman
Filter yr ue

– Integral
LQG Controller

K

FIGURE 10 Example 9. A servo loop for integral linear quadratic 
Gaussian (LQG) control of the unstable system (67).

0

25

50

0 10 20 30
t (s)

u
y

40 50 60

0

200

r

FIGURE 11 Example 9. The setpoint command following with integral 
linear quadratic Gaussian control for the unstable system (67). At 

,t 0=  ( )tu  exhibits initial undershoot, whereas ( )y t  does not. Next, 
at ,t 30 s=  ( )tu  exhibits initial undershoot, whereas ( )y t  does not. 
Finally, at ,t 33 s=  neither ( )tu  nor ( )y t  exhibits initial undershoot; 
however, both ( )tu  and ( )y t  have delayed undershoot.
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which imply that

	 ( ) ( . ) ( ) ( . ) ( . ) ( . )
. ( . ) ( . ) ( )

,G s s s s s s
s s s s

3 34 3 2 04 1 58 0 16
5 37 1 73 0 088 6 9

,ur 3

2

=
+ + + + +
- - - + +u � (83)

	 ( ) ( . ) ( ) ( . ) ( . ) ( . )
. ( . ) ( ) ( ) ( . )

.G s s s s s s
s s s s

3 34 3 2 04 1 58 0 16
0 09 50 77 3 1 0 08

,yr 3 =
+ + + + +
- - + + -u � (84)

Thus, since both ( )G s,ur 3u  and ( )G s,yr 3u  have exactly two real 
zeros greater than zero, Theorem 2 implies that, at ,t 33 s=  
neither u(t) nor y(t) exhibits initial undershoot; however, 
in this case, Theorem 3 implies that both u(t) and y(t) have 
delayed undershoot, as shown in Figure 11.� G

PRELIMINARIES FOR DISCRETE-TIME  
SYSTEMS
Consider the discrete-time system

	 ,x A x B ud, d d, dk k1 = ++ r � (85)

	 ,y C x E ud, d d, dk k= + r � (86)

where, for all ,k x0 Rd,k
n$ !  is the state, y Rd,k !  is the out-

put, and u R!r  is a nonzero step input (Table 3). The matri-
ces ( , , , )A B C Ed d d d  are assumed to be a minimal state-space 
realization of the transfer function

	 ( ) ( ) .G z C zI A B Ed d d d d
1_ - +- � (87)

Note that ( ) .G Ed d3 =

Throughout this article, ( )G zd  is assumed to be asymp-
totically stable, SISO, and of the form

	 ( ) ( )
( )

( ) ( )
( ) ( )

,G z K D z
N z

K z p z p
z z z z

d
d

d

n

m

1

1

g
g

= =
- -
- -

� (88)

where ,n 1$  ,n m 0$ $  ,K 0!  and , ,z z Cm1 f !  and 
, ,p p Cn1 f !  are the zeros and poles of ( ),G zd  respec-

tively. Since ( , , )A B Cd d d  is controllable and observable, 
the polynomials Nd  and Dd  have no common roots. Let 
d n m 0_ $-  denote the relative degree of .( )G zd  Note that 

( )G zd  is strictly proper, that is, ,d 02  if and only if ,E 0d =  
and ( )G zd  is exactly proper, that is, ,d 0=  if and only if 

.E Kd =  If ( )G zd  is exactly proper, then ( ) ( )G z G z Ed d d_ -t  
is the strictly proper part of ( ),G zd  which is given by

	 ( ) ( )
( )

( )
( ) ( )

.G z K D z
N z

K K D z
N z D z

d
d

d

d

d d
= - =

-t � (89)

Since Nd  and Dd  have no common roots, it follows that 
N Dd d-  and Dd  have no common roots, and, thus, there is 
no pole-zero cancellation in (89). Furthermore, N Dd d-  and 
Nd  have no common roots, and thus, the zeros of ( )G zd

t  are 
different from the zeros of .( )G zd  If ( )G zd  is strictly proper, 
then ( ) ( ) .G z G zd d=t

For all ,k 0$  the step response of (85) and (86) in the 
presence or absence of the possibly nonzero initial state 
xd,0  is given by

	 .y C A x C A B u E ud, d d d, d d d dk
k

i

k
k i

0
0

1
1_ + +

=

-
- - r r/ � (90)

Hence,

	 .y C x E ud, d d, d0 0= + r � (91)

If x 0d,0 =  and ,E 0d =  then .y 0d,0 =

Definition 3
The response yd,k  given by (90) has initial undershoot if there 
exists k 11 $  such that, for all [ , ],k k0 11! -

	 ,y yd, d,k 0= � (92)

and

	 ( ) ( ) .y y y y 0d, d, d, d,k 0 01 #- -3 � (93)

Definition 4
The response yd,k  given by (90) has delayed undershoot if 
there exists k 11 $  such that (93) holds.

Note that, if yd,k  has initial undershoot, then yd,k  has 
delayed undershoot. However, Example 14 shows that 

Definition 3 Initial undershoot 

Definition 4 Delayed undershoot 

Proposition 9 Initial undershoot with the zero initial 
state 

Proposition 10 Shift-invariance property of initial and 
delayed undershoot 

Proposition 11 Application of Proposition 9 for exactly 
proper systems 

Proposition 12 The z-transform of y yd, d,k 0-

Proposition 13 Asymptotic value yd,3  of yd,k

Proposition 14 First nonzero value of yd,k  

Proposition 15 Initial undershoot with the zero initial 
state using the relative degree 

Theorem 5 Initial undershoot with the zero initial 
state using zeros 

Theorem 6 Initial undershoot with a nonzero initial 
state 

Theorem 7 Delayed undershoot 

Theorem 8 Lower bound on the maximum deviation 
of yd,k  from yd,0

Theorem 9 Initial undershoot under sufficiently fast 
sampling 

Theorem 10 Initial undershoot under sufficiently slow 
sampling 

TABLE 3  A summary of discrete-time and sampled-data 
definitions and results.
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the converse is not true. The special case y 0d,0 =  is 
worth noting.

Proposition 9
Assu me t hat  y 0d,0 = .  T hen,  yd,k  has  i n it ia l  u nder-
shoot if and only if there exists k 11 $  such that, for 
all [ , ],k k0 1!

	 ,y 0d,k = � (94)

and

	 .y y 0d, d,k1 #3 � (95)

Furthermore, yd,k  has delayed undershoot if and only if 
there exists k 11 $  such that (94) holds.

The following observation is immediate but worth not-
ing. The proof is similar to the proof of Proposition 2.

Proposition 10
Let .R!a  Then, yd,k  has initial undershoot if and 
only if yd,k a-  has initial undershoot. In addition, 
yd,k  has delayed undershoot if and only if yd,k a-  has 
delayed undershoot.

Proposition 10 shows that initial undershoot is preserved 
under an arbitrary, constant offset of the step response. The 
following result views E ud r  as a constant offset of the step 
response of the strictly proper part of ( ) .G zd

Proposition 11
Let .x Rd,

n
0 !  Then, yd,k  has initial undershoot if and 

only if y E ud, dk - r  has initial undershoot. In addition, 
yd,k  has delayed undershoot if and only if y E ud, dk - r  has 
delayed undershoot.

In view of (90), Proposition 11 shows that, for all initial 
states ,xd,0  the presence or absence of initial undershoot 
is independent of the value of .Ed  Hence, there is no loss 
of generality by setting E 0d =  in (86), that is, by replacing 
the exactly proper transfer function ( )G zd  with its strictly 
proper part ( ) .G zd

t  This observation is further justified by 
the following result, which shows that the z-transform of 
y yd, d,k 0-  does not depend on .Ed

Proposition 12
Let yd,k  be the step response of (85) and (86) given by (90). Then,

	 Z{ } ( ) ,y y G z z
zu

1d d d, ,k 0- =
-

u r � (96)

where

	 ( ) ( ) ( ) .G z C zI A u A I x B1
d d d d d, d

1
0_ - + +-u

r
8 B � (97)

Proof
Subtracting (91) from (90) and taking the z-trans-
form yields

Z{

( )

( )

( )

( ) ( )

( ) .

} ( ) ( )y y zC zI A x C zI A

B z
zu

z
z C x

zC zI A x B z
u

z
z C x

zC zI A x B z
u

z zI A x

zC zI A B z
u

z A I x

G z z
zu

1 1

1

1
1

1 1
1

1

1 1

d d d d d d d

d d d

d d d, d d d,

d d d, d

d d,

d d d d d,

d

, , ,

,

k

1
0 0

1
0

0

1
0

0
1

0
1

0

4

= - +
-

-
-

= - +
-

-
-

-

= -
-
+
-

+

=
-

- = - + -

-
-
-

-

-

-

- -

r

r

r

u r

r

8
8

8
B

B

B

The situation is different, however, for the case of the 
nonzero initial state since, as shown by (90), the effect  
of xd,0  is not equivalent to a constant offset of .yd,k  
Examples 12 and 14 shows that initial undershoot or 
delayed undershoot may occur for some initial states 
but not others.

The following result, which follows from the discrete-
time final value theorem [20, pp. 139], provides an expres-
sion for the asymptotic value yd,3  of .yd,k

Proposition 13
limy yd, d,
k

k_
"

3
3

 exists and is given by

	 ( ) ( ) ( )
( )

.limy G z u G u K D
N

u1 1
1

d, d d
d

d

z 1
= = =

"
3 r r r � (98)

In view of (93), Proposition 13 implies that if

	 ( ) ,G u C x E u1d d d, d0= +r r � (99)

then yd,k  has initial undershoot. In particular, in the special 
case where ,x 0d,0 =  Proposition 13 implies that if

	 ( ) ,G E1d d= � (100)

then yd,k  has initial undershoot. However, Example 12 
shows that the converses of these statements are not true.

INITIAL UNDERSHOOT FOR DISCRETE-TIME 
SYSTEMS WITH ZERO INITIAL STATE
For the case of the zero initial state, this section provides a 
necessary and sufficient condition for initial undershoot in 
terms of the zeros of the strictly proper part ( )G zd

t  of ( ) .G zd  
The following section considers the case of a nonzero ini-
tial state. 

The following result, which follows from the initial 
value theorem [25, p. 119], concerns the first nonzero value 
of the step response .yd,k

Proposition 14
Assume that ( )G zd  is strictly proper and .x 0d,0 =  Then, for 
all { , , },i d1 1f! -  ( ) .limy z G z u 0d, di z

i= ="3 r  Furthermore, 
( ) .limy z G z u Kud, dd z

d= ="3 r r
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Proposition 15
Assume that ,x 0d,0 =  and let d 1$t  denote the relative 
degree of ( ) .G zd

t  Then, the unit step response yd,k  of ( )G zd  
has initial undershoot if and only if

	 ( ) ( ) .y E u y E u 0d, d d, dd #- -3r rt � (101)

Proof
Since y E ud, dk - r  is the step response of ( )G zd

t , Propositions 
9 and 14 imply that y E ud, dk - r  has initial undershoot if and 
only if (101) is satisfied. Thus, yd,k  has initial undershoot if 
and only if (101) is satisfied.� 4

Theorem 5
Assume that x 0d,0 =  and ( ) .G E1d d!  Then, the step response 
yd,k  of ( )G zd  has initial undershoot if and only if ( )G zd

t  has 
an odd number of real zeros greater than one.

Proof
First, consider the case where ,E 0d =  that is, ( )G zd  is strictly 
proper. Thus, Propositions 13 and 14 imply that

	 ( )
( )

.y y K u D
N

1
1

d, d,
d

d
d

2 2=3 r � (102)

Since ( ) ,G 1 0d !  it follows that ( ) .N 1 0d !  Moreover, since 
( )G zd  is asymptotically stable, every root of ( )D zd  is con-

tained in the open unit disk. Therefore, using Lemma S1, it 
follows from (102) that

( ) ( )
( )

( )
( )

( )
( )

( ) ,

y y K u D
N

1
1

1
1

1
1

1

sign sign sign

sign

d, d,
d

d
( )

( )

( )
( )

d
2 2

1

1

0

1
1

D

N

N
N

d

d

d

d

= =
-

-

=
-

-
= -

3 r

r

r
r

rc m

where ( )pr a  is the number, counting multiplicity, of real 
roots greater than R!a  of the polynomial p. Thus, yd,k  has 
initial undershoot if and only if ( )1Ndr  is odd. Therefore, 
Proposition 15 implies that yd,k  has initial undershoot if 
and only if ( )1Ndr  is odd, that is, if and only if ( ) ( )G z G zd d= t  
has an odd number of real zeros greater than one.

Next, consider the case where .E 0d !  Since y E ud, dk - r  
is the step response of the strictly proper transfer function 

( ),G zd
t  it follows that y E ud, dk - r  has initial undershoot if 

and only if ( )G zd
t  has an odd number of real zeros greater 

than one. Thus, Proposition 11 implies that yd,k  has initial 
undershoot if and only if ( )G zd

t  has an odd number of real 
zeros greater than one.� 4

The following example (Table 4) illustrates Propositions 
13–15 and Theorem 5.

Example 10
Let x 0d,0 =  and ,u 1=r  and consider the transfer function

	 ( ) ( . ) ( . ) ( . ) ( . )
( )

,G z z z z z
z

0 1 0 2 0 3 0 4
3 2

d =
- - - -

- -
� (103)

which has exactly one real zero greater than one. Hence, 
Theorem 5 implies that yd,k  has initial undershoot.

To show this more directly, Proposition 14 implies that

	 ( ) ,limy zG z 0d, dz1 = =
"3

� (104)

	 ( ) ,limy z G z 0d, dz2
2= =

"3
� (105)

	 ( ) .limy z G z 3d, dz3
3= =-

"3
� (106)

Alternatively,

	

Z

Z .
.

. .
.

.
.

,
. ( . ) ( . )
. ( . ) . ( . ),

,

.

( )
y z

G z z

z z z z z

k

k

1
10

0 1
105 6

0 2
675

0 3
1092 9

0 4
533 3

0
10 105 6 0 1 675 0 2

1092 9 0 3 533 3 0 4

0

1

1d,
d

k

k k

k k

1

1 1

1 1

1

$

=

=
-
+
-

-
-

+
-

-
-

= + -

+ -

=

-

-

- -

- -

-

*

'

$

1

. 
 
 
 
 
� (107)

It follows from (107) that ,y y 0d, d,1 2= =  and ,y 3d,3 =-  as shown 
in (104)–(106). Figure 12 shows the unit step response of (103). 
Note that Proposition 13 yields ( )lim limy G zd, dk k z 1= =" "3  

( ) . ,G 1 9 92d =  as shown in Figure 12. Thus, since ,y y 0d, d,d 13  
Proposition 15 implies that yd,k  has initial undershoot.� G

In the case where ,x 0d,0 =  Theorem 5 provides neces-
sary and sufficient conditions for the existence of initial 
undershoot. Although ( )G zd  may be either strictly proper 
or exactly proper, this necessary and sufficient condition 
concerns the strictly proper part ( )G zd

t  of ( )G zd . In the case 
where ( )G zd  is exactly proper, ( )G zd  has n zeros, and ( )G zd

t  
has m n1  zeros. This leads to the question as to whether 
or not the presence or absence of initial undershoot can be 
directly characterized in terms of the zeros of ( )G zd  rather 
than indirectly in terms of the zeros of ( ) .G zd

t  The follow-
ing example investigates this question.

Example 11
Let Ed  be a nonzero real number, and let ( )G zd  be the trans-
fer function

Example 10 Initial undershoot with the zero initial state 

Example 11 Zeros of exactly proper systems 

Example 12 Initial undershoot with a nonzero initial state 

Example 13 Delayed undershoot 

Example 14 Delayed undershoot 

Example 15 Application of Theorem 4 

Example 16 Initial undershoot for a sampled-data system

Example 17 Initial undershoot for a sampled-data system

Example 18 Initial undershoot for a sampled-data system

TABLE 4  A summary of discrete-time and sampled-data 
examples.
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	 ( ) ,G z
z

z E
z

E z z2 2
d d

d
2 2

2
= - + = + - � (108)

whose strictly proper part has exactly one real zero greater 
than one. Furthermore,

	 ( )
( ) ( )

,G z
z

z z z z
d 2

1 2
=

- -
� (109)

where, for ,E 0d !

	 ,z E
E

2
1 1 8

d

d
1 =
- + + � (110)

	 .z E
E

2
1 1 8

d

d
2 =
- - + � (111)

Therefore, if ( , / ),E 1 8d 3! - -  then z1  and z2  are complex 
conjugates, whereas if / ,E 1 8d =-  then .z z 41 2= =  Fur-
thermore, as Ed  increases from /1 8-  to zero, z1  and z2  
depart from four in opposite directions, with ,lim z 2E 0 1d =-  
and .lim zE 0 2d 3=-  Finally, as Ed  increases from zero to 

,3  z1  decreases from two to zero, and z2  increases from 
3-  to zero. Therefore, although the strictly proper part of 
( )G zd  has exactly one real zero greater than one, ( )G zd  may 

have zero real zeros, exactly two real zeros less than one, 
exactly one real zero greater than one, or exactly two real 
zeros greater than one. Therefore, the zeros of an exactly 
proper transfer function cannot be used to determine the 
presence or absence of initial undershoot.� G

INITIAL UNDERSHOOT FOR DISCRETE-TIME 
SYSTEMS WITH NONZERO INITIAL STATE
For the case where the initial state is not necessarily zero, this 
section provides a necessary and sufficient condition for ini-
tial undershoot in terms of the zeros of ( )G zdu  defined by (97).

The following result is a consequence of Theorem 5 and 
Propositions 10 and 12.

Theorem 6
Assume that x Rd,

n
0 !  and ( ) ,G 1 0d !u  where ( )G zdu  is given 

by (97). Then, the step response yd,k  has initial undershoot 
if and only if ( )G zdu  has an odd number of real zeros greater 
than one.

Proof
For the realization ( , ( / )( ) , )A u A I x B C1d d d, d d0+ +r  of ( )G zdu , 
Proposition 12 implies that

( ) ,x A x u A I x B u1
d, d d, d d, dk k1 0= + + ++u u

r
r8 B

,y y C xd, d, d d,k k0- = u

where the internal state x Rd,k
n!u  satisfies .x 0d,0 =u  Thus, 

since ( )G zdu  is strictly proper and ( ) ,G 1 0d !u  Theorem 5 
implies that y yd, d,k 0-  has initial undershoot if and only 
if ( )G zdu  has an odd number of real zeros greater than 
one. Therefore, Proposition 10 implies that yd,k  has initial 
undershoot if and only if ( )G zdu  has an odd number of real 
zeros greater than one.� 4

Note that, if ,x 0d,0 =  then (97) implies that ( ) ( );G z G zd d=u t  
otherwise, ( )G zdu  and ( )G zd

t  may have different zeros, as 
demonstrated by the following example.

Example 12
Let

	 ( )
( . )

( ) ( . ) ( . )
,G z

z
z z z

0 3
200 4 1 5 0 4

d 3=
-

- - -
� (112)

which has a minimal realization ( , , , ),A B C 200d d d  where

	 , ,A B1000
1

900
500
0

540
0

250

216
0
0

64
0
0

d d=

-

=> >H H � (113)

	 .C 80
1 1250 3965 4746d = - -6 @ � (114)

Note that

	 ( ) ( )
( . )

( . ) ( . )
,G z G z

z
z z

200
0 3

1000 1 19 0 4
d d 3= - =

-

- - -t � (115)

and, thus, .d 1=t  Let ,u 1=r  and consider the step response 
yd,k  of ( )G zd  with initial states x 0d,0 =  and [ ] .x 0 25 0 d,

T
0 = -  

Note that, for ,x 0d,0 =  (97) implies that ( ) ( ) .G z G zd d=u t  Thus, 
for , ( )x G z0d, d0 = t  has exactly one real zero greater than one, 
whereas for [ ] ,x 0 25 0 d,

T
0 = -  (97) implies that

	 ( )
( . )

. ( . ) ( . )
,G z

z
z z

0 3
2079 2 0 99 0 40

d 3=
-

- - -u � (116)

which has no real zeros greater than one. Thus, Theorem 6 
implies that yd,k  has initial undershoot with x 0d,0 =  but 

0 5 10 15
k (Step)

0

5

10

y d
,k

FIGURE 12 Example 10. The unit step response of (103). Note that 
0.y y1 2d d, ,= =  However, since 0,y 3d, 1  and the asymptotic re-

sponse is 9.92 0,yd, 2=3  it follows that yd,k  has initial undershoot. 
Alternatively, since ( )G zd  has exactly one real zero greater than 
one, yd,k  has initial undershoot. Note that the dotted lines are pro-
vided only to help visualize the initial undershoot. 
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does not have initial undershoot with [ ] ,x 0 25 0 d,
T

0 = -  as 
shown in Figure 13.� G

DELAYED UNDERSHOOT IN DISCRETE-TIME  
SYSTEMS
For the case where the initial state is not necessarily zero, 
this section provides a sufficient condition for delayed 
undershoot in terms of the zeros of ( )G zdu  defined by (97).

Theorem 7
Let ,x Rd,

n
0 !  define ( )G zdu  by (97), assume that ( ) ,G 1 0d !u  

and assume that ( )G zdu  has at least one real zero greater 
than one. Then, the response yd,k  has delayed undershoot.

Proof
Let ( , )z 11 3!  be a real zero of ( ) .G zdu  Thus, Proposition 12 
implies that

	 ( ) ( ) ,z y y z
z G z1 0d, d, d

k

k
k1

0
0

1

1
1- =

-
=

3
-

=

u/ � (117)

where, since ( )G zdu  is asymptotically stable, and ,z 11 2  the 
sum is convergent. Since ,z 0k

1 2-  for all ,k 0$  (117) implies 
that there exist k 02 2  and k 03 2  such that y y 0d, d,k 02 2-  
and .y y 0d, d,k 03 1-  Moreover, since ( ) ,G 1 0d !u  Propositions 
13 and 12 imply that .y y 0d, d,0 !-3  Therefore, (93) is satis-
fied with either .k k k kor1 2 1 3= = � 4

The following example shows that the sufficient condi-
tion given by Theorem 7 is not necessary.

Example 13
Consider the transfer functions

	 ( ) ( . . ) ( . . )
( . )

,z z
z

G z 0 5 0 5 0 5 0 5
30 0 2

d . .
=

+ + + +
-

� (118)

	 ( )
( . )

( ) ( )
,

z
z z

G z
0 4

4 2 2
d 3

. .
=

-

- + - -
� (119)

and let x 0d,0 = . Note that (118) and (119) have no real zeros 
greater than one, but the unit step response yd,k  of both (118) 
and (119) has delayed undershoot, as shown in Figure 14.� G

The next example shows that the presence or absence of 
delayed undershoot depends on the initial state.

Example 14
Let

	 ( )
( . )

( . ) ( . )
,G z

z
z z

0 3
1000 1 1 2 2

d 3=
-

- -
� (120)

which has a minimal realization ( , , , ),A B C 0d d d  where

	 , ,A B1000
1

900
500
0

540
0

250

216
0
0

128
0
0

d d=

-

=> >H H � (121)

	 .C 16
1 125 825 2420d = -6 @ � (122)

Let ,u 1=r  and consider the response yd,k  with initial states 
x 0d,0 =  and 30 .x 30 30d,

T
0 = - -6 @  Note that for ,x 0d,0 =  

(97) implies that ( ) ( ),G z G zd d=u  which has exactly two 
real zeros greater than one. For 30 ,x 30 30d,

T
0 = --6 @  (97) 

implies that

	 ( )
( . )

. ( . ) ( . )
,G z

z
z z

0 3
3377 2 1 11 0 76

d 3=
-

+ -u � (123)

which has no real zeros greater than one. Thus, Theo-
rem 7 implies that yd,k  has delayed undershoot with 

,x 0d,0 =  as shown in Figure 15. Note that for the case 
where , ( )x G z30 30 30d, d

T
0 = - - u6 @  has no real zeros greater 

–1000

–500

0

500

xd,0 = 0

0 2 4 6 8 10
k (Step)

–1000

–500

0

500

y d
,k

y d
,k

xd,0 = [ 0 − 25 0 ]T

FIGURE 13 Example 12. The response yd,k  of (112) for two initial 
states. With , ( ) ( )x G z G z0d, d d0 = =u t  has exactly one real zero great-
er than one, and, thus, yd,k  has initial undershoot, whereas with 

[ ] , ( )x G z0 25 0 d, d
T

0 = - u  has no real zeros greater than one, and 
thus, yd,k  does not have initial undershoot.

–10

0

10

20

30

0 4 8 12

k (Step)

y d
,k

y d
,k

16 20

–20

0

20

40
Gd in (119)

Gd in (118)

FIGURE 14 Example 13. The unit step response yd,k  of (118) and 
(119). Although (118) and (119) have no real zeros greater than 
one, yd,k  has delayed undershoot.
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than zero, and Theorem 7 is not applicable. Nevertheless, 
in this case, yd,k  does not have delayed undershoot with 

,x 30 30 30d,
T

0 = - -6 @  as shown in Figure 15.� G

The following result provides a lower bound on the 
maximum deviation of yd,k  from yd,0  in the direction that 
is opposite to the asymptotic direction.

Theorem 8
Let ,x Rd,

n
0 !  define ( )G zdu  by (97), assume that ( ) ,G 1 0d !u  

and assume that ( )G zdu  has at least one real zero greater 
than one, namely .z1  Furthermore, define 0d 2d  by

	
,
,

,
,

min
max
y y

y y
y y
y yd

d, d,

d, d,

d, d,

d, d,

k k

k k

0 0

0 0

0

0

2
1

_d
-

-
3

3

$

$
) � (124)

which is the maximum deviation of yd,k  from yd,0  in the 
direction that is opposite to the asymptotic direction. 
Finally, let 0s 2f  and define

	 { : | | } .mink k y y0 d, d,s sk2 1_ f- 3 � (125)

Then,

	
| |

.
z

y y
1

d, d,
d

s
k
1

0
s

#
f

d
-

- -3
� (126)

Proof
Proposition 12 implies that

	 ( ) ( ) ,z y y z
z G z1 0d, d, d

k

k
k1

0
0

1

1
1- =

-
=

3
-

=

u/ � (127)

where, since ( )G zdu  is asymptotically stable and ,z 11 2  the 
sum is convergent. Furthermore,

( ) ( ) ( ),z y y z y y z y yd, d, d, d, d, d,
k

k
k

k

k

k

k
k

k k
k1

0
0 1

0

1

0 1 0

s

s

- = - + -
3 3

-

=

-

=

-
-

=

/ / /

which, combined with (127), implies that

	 ( ) ( ) .z y y z y yd, d, d, d,
k

k k
k

k

k

k

k1 0 1
0

1

0
s

s

- =- -
3

-

=

-

=

-

/ / � (128)

Since ( ) ,G 1 0d !u  Propositions 12 and 13 imply that either 
y yd, d,023  or .y yd, d,013  In the case where ,y yd, d,023  
(128) implies that

	
( )

( )
.

z y y z

z
z z

1

d, d, c

c

k

k k
k

k

k

k

k

1 0 1
0

1

1

1 1
1

s

s

s

# d

d

-

=
-
-

3
-

=

-

=

-

- +

/ /
�

(129)

Moreover, since ,y yd, d, sk $ f-3  for all ,k ks$  it follows that

	

( ) ( )

( )
.

z y y y y z

z
y y z

1

d, d, d, d,

d, d,

s

s

k

k k
k

k

k k
k

1 0 0 1

1

0 1
1

s s

s

$ f

f

- - -

=
-

- -

3

3

3

3

-

=

-

=

- +

/ /
�

(130)

Combining (129) and (130) yields

| |
.

z
y y

z
y y

1 1
d, d, d, d,

d
s s

k k
1

0

1

0
s s

#
f f

d
-

- -
=

-

- -3 3

In the case where ,y yd, d,013  (128) implies that

	
( )

( )
.

z y y z

z
z z

1

d, d, d

d

k

k k
k

k

k

k

k

1 0 1
0

1

1

1
1

1

s

s

s

$ d

d

- -

=
-
-

3
-

=

-

=

-

- +

/ /
�

(131)

Moreover, since ,y yd, d, sk # f+3  for all ,k ks$  it follows that

k (Step)

y d
,k

y d
,k

–2000

–1000

0

1000

0 2 4 6 8 10

–2000

–1000

0

1000

xd,0 = [30 –30 –30]T

xd,0 = 0

FIGURE 15 Example 14. The response yd,k  of (120) for two initial 
states. With ,x 0d,0 =  ( ) ( )G z G zd d=u  has exactly two real zeros 
greater than one, and yd,k  has delayed undershoot, whereas with 

[ ] ,x 30 30 30d,
T

0 = - -  ( )G zd
u  has no real zeros greater than one, 

and yd,k  does not have delayed undershoot. 

k (Step)

y d
,k

1510430
–90

–50

0

100

200

Gd in (133)

εs = 100

Gd in (134)

FIGURE 16 Example 15. The unit step responses of (133) and (134), 
each of which has exactly one real zero at two. Since (133) has 
slower dynamics than (134), (126) implies that for a given sf , the 
lower bound for dd  in the case of (133) is smaller than the lower 
bound for dd  in the case of (134).
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( ) ( )

( )
.

z y y y y z

z
y y z

1

d, d, d, d,

d, d,

s

s

k

k k
k

k

k k
k

1 0 0 1

1

0 1
1

s s

s

# f

f

- - +

=
-

- +

3

3

3

3

-

=

-

=

- +

/ /
�

(132)

Combining (131) and (132) yields

	
| |

.
z

y y
z

y y
1 1

d, d, d, d,
d

s s
k k
1

0

1

0
s s

#
f f

d
-

- -
=

-

- -3 3
� 4 

In addition to providing a lower bound on ,dd  Theorem 
8 implies a relationship between the transient and asymp-
totic performances of dynamic systems that have delayed 
undershoot. The following example demonstrate one appli-
cation of Theorem 8.

Example 15
Consider the transfer functions

	 ( )
( . )

( )
,G z

z
z
0 5

50 2
d 2=

-

- -
� (133)

	 ( ) ( . ) ( . )
( )

,G z z z
z

0 5 0 1
90 2

d =
- -
- -

� (134)

both of which have exactly one zero at two. Let u 1=r  and 
,x 0d,0 =  and note that for both (133) and (134), Proposition 

13 implies that .y 200d, =3  Moreover, note that (133) has 
slower dynamics than (134). Let ,100sf =  and define dd  
and ks  by (124) and (125), respectively. Consider the unit 
step responses of (133) and (134) shown in Figure 16. For 
(133), ,k 4s =  which, using (126) implies that . .6 67d $d  The 
lower bound on dd  is conservative by a factor of about 7.5, 
as shown in Figure 16, where .50dd =  Similarly, for (134), 

,k 3s =  which [using (126)] implies that . .14 29d $d  The 
lower bound on dd  is conservative by a factor of about 6.29, 
as shown in Figure 16, where .90dd =  Since (133) has slower 
dynamics than (134), (126) implies that for a given , dsf d  has 
a smaller lower bound for (133) than for (134).� G

To conclude this section, note that the presence or 
absence of initial and delayed undershoot depends on the 
initial state, and, thus, initial and delayed undershoot in 
setpoint command following for discrete-time systems 
is similar to the continuous-time case. Figure 17 shows a 
block diagram of the basic servo loop for the discrete-time 
system (85) and (86), where rk  is the command, e r yd,k k k_ -  
is the error, and ( )C zd  is the discrete-time controller.

INITIAL UNDERSHOOT IN SAMPLED-DATA SYSTEMS
The sampled step response of a continuous-time system is 
the step response of the discrete-time system obtained by 
discretizing the continuous-time dynamics. This section 
considers initial undershoot in the sampled-data system to 
relate the zeros of the sampled-data system to the zeros of 
the continuous-time system. We use zero-order-hold (ZOH) 
inputs and instantaneous sampling, which correspond to 
the Matlab c2d function. Figure 18 shows a block diagram 
of the basic servo loop for the sampled-data system with 
sample time ,Ts  where ( )y tc  is the continuous-time output, 
yd,k  is the sampled output, r(t) is the continuous-time com-
mand, rk  is the sampled command, e r yd,k k k_ -  is the error, 

( )C zd  is the discrete-time controller, uk  is the discrete-time 
control, and u(t) is the continuous-time control.

Example 16
For the continuous-time, strictly proper transfer function

	 ( )
( )

,G s
s s

s
2

2 1
c 2=

+ +

- -
� (135)

with ( ) ,x 0 0c =  Theorem 1 implies that ( )y tc  has initial 
undershoot. Assuming ZOH with sample time ,T 1 ss =  the 
discretization of (135) is given by

	 ( )
. .

. ( . )
.G z

z z
z

0 2977 0 3679
0 2600 5 116

d 2=
- +

- -
� (136)

Since ( )G zd  has exactly one real zero greater than one, 
Theorem 5 implies that yd,k  has initial undershoot. On the 
other hand, the discretization of (135) with sample time 

.T 1 5s =  s is given by

	 ( )
. .

. ( . )
,G z

z z
z

0 3796 0 2231
0 3724 3 304

d 2=
+ +

+
� (137)

which has no real zeros greater than one, and, thus, Theo-
rem 5 implies that yd,k  does not have initial undershoot. 

Gd (z)
yd,kukCd (z)

rk

–

ek

FIGURE 17 A basic servo loop for the discrete-time system (85) 
and (86).

Gc(s)
u(t) yc(t ) Ts yd,k

ZOH
uk

Cd(z)
rk

−

ekTsr (t )

FIGURE 18 A basic servo loop for the sampled-data system with zero-order-hold (ZOH) inputs and instantaneous sampling with 
sample time .Ts
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Figure 19 shows ( )y tc  and yd,k  for both (136) and (137). This 
example shows that, for a continuous-time system with a 
real zero greater than zero, the discretized system may or 
may not have a real zero greater than one, depending on 
the sample time .Ts  In particular, for sufficiently large ,Ts  
the sampled response may miss significant dynamics, as in 
the case of aliasing.� G

Example 17
For the continuous-time, strictly proper transfer function

	 ( )
( ) ( )

( ) ( )
,G s

s s s
s s
3 12

2 1 2
c 2=

+ + +

- -
� (138)

with ( ) ,x 0 0c =  Theorem 1 implies that ( )y tc  does not have 
initial undershoot. The discretization of (138) with a ZOH 
and sample time .T 0 25s =  s is given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
.G z

z z z
z z

0 4724 1 156 0 7788
0 1430 1 228 2 123

d 2=
- - +

- -
� (139)

Note that ( )G zd  has exactly two real zeros greater than 
one, and Theorem 5 implies that yd,k  does not have initial 
undershoot. The discretization of (138) with sample time 
T 1s =  s is given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
,G z

z z z
z z

0 0498 1 164 0 3679
0 2968 0 6255 1 554

d 2=
- + +

- + -
� (140)

which has exactly one real zero greater than one, and, thus, 
Theorem 5 implies that yd,k  has initial undershoot. The dis-
cretization of (138) with sample time T 2s =  s is given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
,G z

z z z
z z

0 0025 0 6185 0 1353
0 3094 0 5385 0 5987

d 2=
- - +

- -
� (141)

which has no real zeros greater than one, and, thus, Theo-
rem 5 implies that yd,k  does not have initial undershoot. 
Figure 20 shows ( )y tc  and yd,k  for (139)–(141). This example 
shows that, for a lightly damped, continuous-time system 
with no real zeros greater than zero, the discretized sys-
tem may have zero, one, or two real zeros greater than one 
depending on the sample time .Ts � G

Example 18
For the continuous-time, strictly proper transfer function

	 ( )
( ) ( )

( ) ( )
,G s

s s s
s s
1 2

2 1 2
c 2=

+ + +

- -
� (142)

with ( )x 0 0c = , Theorem 1 implies that ( )y tc  does not have 
initial undershoot. The discretization of (142) with a ZOH 
and sample time .T 0 5s =  s is given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
.G z

z z z
z z

0 6065 1 229 0 6065
0 0958 6 5 1 564

d 2=
- - +

- -
� (143)

Since ( )G zd  has exactly two real zeros greater than one, 
Theorem 5 implies that yd,k  does not have initial under-
shoot. The discretization of (142) with sample time T 1s =  
s is given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
,G z

z z z
z z

0 3679 0 2977 0 3679
0 5009 1 267 2 192

d 2=
- - +

- + -
� (144)
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t (s) t (s)
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Ts = 1 s

yc(t )
yd,k

12

0 2 4 6 8 10 12 0 1 2 3 4 5 6 7 8

–0.5

0

0.5

1

1.5yc(t )
yd,k

FIGURE 19 Example 16. For zero initial states, (a) shows the unit step response of (135) and (136), and (b) shows the unit step response 
of (135) and (137). Equation (135) has exactly one real zero greater than zero, and ( )y tc  has initial undershoot. Equation (136) has exactly 
one real zero greater than one, and yd,k  has initial undershoot, as shown in (a). However, (137) has no zeros greater than one, and, thus, 
yd,k  does not have initial undershoot, as shown in (b). 
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which has exactly one real zero greater than one, and 
Theorem 5 implies that yd,k  has initial undershoot. The 
discretization of (142) with sample time .T 2 5s =  s is 
given by

	 ( )
( . ) ( . . )

. ( . ) ( . )
,G z

z z z
z z

0 0821 0 5652 0 0821
0 4486 0 3108 4 143

d 2=
- + +

+ +
� (145)

which has no real zeros greater than one, and, thus, Theo-
rem 5 implies that yd,k  does not have initial undershoot. 
Figure 21 shows ( )y tc  and yd,k  for (143)–(145). This example 
shows that, for a continuous-time system with exactly two 
real zeros greater than zero, the discretized system may 
have zero, one, or two real zeros greater than one depend-
ing on the sample time .Ts � G

(a) (b) (c)

t (s)t (s)t (s)
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–0.1

0

0.1

0.2

0.3

0.4

0.5

yc(t )
yd,k

yc(t )
yd,k

yc(t )
yd,k

Ts = 1 s Ts = 2 sTs = 0.25 s

FIGURE 20 Example 17. For zero initial states, (a) shows the unit step response of (138) and (139), (b) shows the unit step response of 
(138) and (140), and (c) shows the unit step response of (138) and (141). Equation (138) has exactly two real zeros greater than zero, and, 
thus, ( )y tc  does not have initial undershoot. Equation (139) has exactly two real zeros greater than one, and yd,k  does not have initial 
undershoot, as shown in (a). However, (140) has exactly one real zero greater than one, and yd,k  has initial undershoot, as shown in (b). 
Finally, (141) has no real zeros greater than one, and yd,k  does not have initial undershoot, as shown in (c).
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FIGURE 21 Example 18. For zero initial states, (a) shows the unit step response of (142) and (143), (b) shows the unit step response of 
(142) and (144), and (c) shows the unit step response of (142) and (145). Equation (142) has exactly two real zeros greater than zero, and, 
thus, ( )y tc  does not have initial undershoot. Equation (143) has exactly two real zeros greater than one, and yd,k  does not have initial 
undershoot, as shown in (a). However, (144) has exactly one real zero greater than one, and yd,k  has initial undershoot, as shown in (b). 
Finally, (145) has no real zeros greater than one, and yd,k  does not have initial undershoot, as shown in (c).
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The following result shows that, under sufficiently fast 
sampling, the step response of the discretization of a continu-
ous-time system has initial undershoot if and only if the step 
response of the continuous-time system has initial undershoot.

Theorem 9
Consider the continuous-time system (1) and (2), where 

( ) .x 0 Rc
n!  Let (85) and (86) be the discretization of (1) and 

(2) with sample time ,Ts  where ( ) .x x 0, cd 0 =  Let the transfer 
functions ( ), ( ), ( ),G s G s G zc c du  and ( )G zdu  be defined by (3), 
(12), (87), and (97), respectively. Then, there exists T 00 2  
such that, for all ( , ],T T0s 0!  the following statements hold:

  i)	 y ,d k  has initial undershoot if and only if ( )y tc  has ini-
tial undershoot.

  ii)	Assume that ( ) .G 0 0c !u  Then, the number of real ze-
ros greater than one of ( )G zdu  is odd if and only if the 
number of real zeros greater than zero of ( )G scu  is odd.

iii)	The number of real zeros greater than one of ( )G zd  is 
equal to the number of real zeros greater than zero 
of ( ) .G sc

Proof
To show i) and ii), note that for all , ( ),k y y kT0 d, c sk$ =  which 
implies that there exists T 00 2  such that for all ( , ],T T y0 d,s k0!  
has initial undershoot if and only if ( )y tc  has initial under-
shoot. Thus, Theorems 2 and 6 imply that there exists T 00 2  
such that for all ( , ], ( )T T G z0 ds 0! u  has an odd number of real 
zeros greater than one if and only if ( )G scu  has an odd number 
of real zeros greater than zero.

To show iii), note that since ( )G zd  is the discretized version 
of ( )G sc  with sample time ,Ts  it follows that there exists T 00 2  
such that, for all ( , ],T T0s 0!  the zeros of a ( )G zd  are approxi-
mately equal to ,ez Tsi  where zi  are the zeros of the ( ),G scu  and 
all of the zeros introduced by sampling are negative [17, p. 64]. 
Therefore, there exists T 00 2  such that, for all ( , ],T T0s 0!  the 
number of real zeros greater than one of ( )G zd  is equal to the 
number of real zeros greater than one of ( ) .G sc �  4

The following result shows that, under sufficiently slow 
sampling, the response of a sampled-data system does not 
exhibit delayed undershoot.

Theorem 10
Consider the continuous-time system (1) and (2), where 

( ) .x 0 Rc
n!  Let (85) and (86) be the discretization of (1) and (2) 

with sample time ,Ts  where ( ) .x x 0d, c0 =  Let the transfer func-
tions ( )G scu  and ( )G zdu  be defined by (12) and (97), respectively, 
and assume that ( ) .G 0 0c !u  Then, there exists T 00 2  such 
that, for all , ( )T T G zds 0$ u  has no real zeros greater than one.

Proof
Si nce ( ) ,G 0 0c !u  Proposit ion s 4  a nd 5 i mply t hat 

( ) ( ) .y y 0c c3 !  Without loss of generality, we consider the 
case where ( ) ( ) .y y 0c c3 2  It thus follows that there exists 
T 00 2  such that, for all , ( ) ( ) .t T y t y 0c c0 2$  Thus, for all 

, [ ( ) ( )] [ ( ) ( )] .t T y t y y y0 0 0c c c c0 3 2$ - -  Now, let ,T Ts 0$  

and note that, for all , ( ) .k y y kT0 , cd sk$ =  Then, for the dis-
cretized system (85) and (86) with sample time ,Ts  it follows 
that, for all , ( ) ( ) ,k y y y y1 0d, d, d, d,k 0 0 2$ - -3  and  y ,d k  does 
not have delayed undershoot. Therefore, Theorem 7 implies 
that ( )G zdu  has no real zeros greater than one.� 4

CONCLUSIONS AND FUTURE WORK
For the step response with a possibly nonzero initial state, 
this article presented necessary and sufficient conditions 
for initial undershoot in continuous- and discrete-time sys-
tems. In both cases, it was shown that initial and delayed 
undershoot depend on the initial condition of the plant. 
Consequently, for setpoint command following, the inter-
nal state at the time at which the setpoint command changes 
can affect the presence or absence of initial or delayed 
undershoot; when the state is unknown, this dependence 
is enigmatic. Undershoot in sampled-data systems was 
also considered, providing insight into the relationship 
between the zeros of the underlying continuous-time sys-
tem and the zeros of the discretized system.

As an extension of this work, the number of sign rever-
sals (that is, zero crossings) of the step response in the case 
of the zero initial state is of interest [26, p. 184]. Finally, initial 
undershoot in nonlinear systems with unstable zero dynam-
ics is considered in [10] but relatively unexplored.
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of us can take now to increase diversity 
and build a more inclusive environ-
ment. The discussions that followed 
were very interesting and simulating, 
and they were a good starting point for 
more conversations and actions about 
diversity, inclusion, women empow-
erment, and the crucial role of techni-
cal societies in shaping the future and 
increasing the visibility and impact of a 
diverse community. 

The webinar was the result of great 
teamwork. It was widely adver-
tised on the Women in Control web-
page and social media accounts, IEEE 
Control Systems Society (CSS) Twit-
ter account, and ACC conference 

website. It attracted 48 attendees, 
including Dr. Thomas Parisini, CSS 
president; Dr. Anuradha Annaswamy, 
CSS past president; Dr. Jay Farrell, 
president of the American Automatic 
Control Council (AACC); Dr. Maria 
Domenica Di Benedetto, IEEE CSS vice 
president of Member Activities; and Dr. 
George Chiu, ACC2021 general chair.
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(https://www.linkedin.com/groups/ 
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