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A B S T R A C T

This paper focuses on adaptive feedback disturbance rejection for lightly damped structures
using retrospective cost adaptive control (RCAC). RCAC uses a target model of the closed-
loop dynamics in order to enable controller adaptation. The target model captures specific
features of the dynamics of the structure; in the SISO case, this information consists of the
sign of the leading numerator coefficient, relative degree, and nonminimum-phase zeros of the
discretized dynamics. The present paper investigates the feasibility of using a dereverberated
transfer function (DTF) as the target model for harmonic disturbance rejection with unknown
disturbances. In particular, the dereverberated target model (DTM) obtained by magnitude and
phase averaging captures the magnitude and phase trend of the structure but ignores resonances
and anti-resonances, thus providing a low-order target model for controller adaptation. The
robustness of RCAC is investigated with the target model given by a DTF based on a nominal
model with erroneous damping ratio. The technique is implemented experimentally on an
acoustic noise control setup.

. Introduction

Feedback disturbance rejection for high-order, lightly damped structures and acoustic spaces is a longstanding challenge in
ontrol theory and technology [1–3]. Applications of this technology range from space apertures (optical and RF) to positioning
echanisms in hard drives [4,5]. The difficulty of the problem stems from the high dimensionality—theoretically infinite—of

he structural dynamics, the proximity of the poles to the imaginary axis, the presence of nonminimum-phase zeros, and model
ncertainty due to limitations in analytical and empirical modeling. Additional challenges arise from loop coupling in MIMO
pplications, time delays due to wave propagation, limitations in sensors, actuators, and computation, and spectral and spatial
pillover.

A widely studied approach to controlling lightly damped structures is to assume that the sensors and actuators are chosen and
laced such that the plant transfer function is positive real [6–8]. Under this assumption, the weights for LQG controller synthesis
an be chosen such that the LQG control is positive real, thus guaranteeing closed-loop stability [9]. In practice, however, positivity
ssumptions are often violated [10]. Consequently, feedback control of lightly damped structures remains challenging and relevant
o diverse applications.

Although feedback control can modify the dynamics of a structure, for example, by adding damping or altering mode shapes, this
pproach has inherent limitations [11] and can destabilize the structure. In view of these challenges, a popular approach is adaptive
eedforward disturbance rejection, which uses either a measurement of the disturbance or a closely related sensor signal, such as

∗ Corresponding author.
E-mail address: nmohseni@umich.edu (N. Mohseni).
vailable online 4 January 2022
022-460X/© 2021 Elsevier Ltd. All rights reserved.

ttps://doi.org/10.1016/j.jsv.2021.116692
eceived 19 December 2020; Received in revised form 24 October 2021; Accepted 10 December 2021

http://www.elsevier.com/locate/jsvi
http://www.elsevier.com/locate/jsvi
mailto:nmohseni@umich.edu
https://doi.org/10.1016/j.jsv.2021.116692
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jsv.2021.116692&domain=pdf
https://doi.org/10.1016/j.jsv.2021.116692


Journal of Sound and Vibration 523 (2022) 116692N. Mohseni and D.S. Bernstein

d
i
a
c
U

a

an engine tachometer. One of the most successful feedforward control algorithms for adaptive disturbance rejection is filtered-x
least-mean-square (FxLMS) [3,12,13], which uses knowledge of the secondary-path (control-to-error-signal) dynamics to update the
coefficients of a finite-impulse-response (FIR) controller.

In some applications, however, a measurement of the disturbance is not available. This situation arises, for example, when the
isturbance enters the structure in a spatially distributed manner, such as in the case of broadband road and wind noise. Another
mpediment occurs when the control signal used to cancel the disturbance corrupts the disturbance sensor, as in the case of speakers
nd microphones inside a vehicle. In these and other situations where feedforward disturbance rejection is not applicable, feedback
ontrol is of interest. Fixed-gain, feedback control methods, including optimal and robust techniques, have been widely studied [14].
ncertainty in the high-order, lightly damped dynamics, however, motivates the need for adaptive feedback control techniques.

The present paper focuses on retrospective cost adaptive control (RCAC) for lightly damped structures with uncertain dynamics
nd disturbance spectrum [15]. The modeling information required by RCAC resides in the target model of the closed-loop dynamics;

as shown in [15], construction of this model depends on key features of the dynamics of the structure. In the SISO case, this
information includes knowledge of the sign of the leading numerator coefficient, relative degree, and nonminimum-phase zeros of the
discretized dynamics. In the MIMO case, the required information is obtained through a collection of impulse-response matrices [16].
Stability analysis of RCAC is given in [17] for minimum-phase systems and in [18] for nonminimum-phase systems.

The goal of the present paper is to investigate the feasibility of using a dereverberated transfer function (DTF) as the target model.
A dereverberated model of a lightly damped structure captures the magnitude and phase trend but ignores resonances and anti-
resonances [19–22]. A DTF is thus an approximate, low-order model of a lightly damped structure that can easily be obtained
in practice and is insensitive to details of lightly damped poles and zeros. The present paper investigates the performance and
robustness of RCAC when the target model is chosen to be a DTF based on a nominal model of the structure. The use of a DTF in
adaptive feedback disturbance rejection is a novel feature of the present paper.

Various techniques have been developed for generating a DTF from an analytical or empirical model of a structure [23–26]. All
of these techniques capture some aspect of the mean of the frequency response, for example, by optimizing the logarithmic-average
of the magnitude of the frequency response. Along these lines, the present paper extends the method used in [19] by accounting
for both the magnitude and phase of the frequency response.

The present paper investigates the performance and robustness of RCAC when a DTF is used as the target model. Since the
DTF ignores details of the frequency response, the goal is to investigate the effect of the magnitude and phase difference between
the target model and the open-loop transfer function at the frequency of the harmonic disturbance. This difference can be viewed
as modeling error; however, the target model is not intended to be a high-fidelity model of the open-loop structure, but rather
a rudimentary model of the desired closed-loop dynamics. Therefore, at each disturbance frequency, we compare the magnitude
and phase difference between the target model and the open-loop transfer function to the magnitude and phase difference between
the target model and the closed-loop transfer function. The case where the latter magnitude and phase difference is smaller in
absolute value than the former indicates that the adaptation has correctly matched the closed-loop dynamics to the target model
at the disturbance frequency. The ability of RCAC to perform this matching for both nominal and off-nominal dynamics provides a
measure of the robustness of RCAC to variations in the physical structure.

In practice, accurate estimates of the modal damping are often unavailable, and thus the target model may be created from a
model with erroneous damping ratios. Section 5 investigates the robustness of the adaptive controller to errors in damping. The DTF
is created using a nominal model, and the adaptive controller is applied to a structure with different values of the damping ratio.
To assess robustness, the asymptotic closed-loop response is compared to the open-loop response level over a range of off-nominal
damping ratios.

The paper is structured as follows. Section 2 describes the disturbance rejection problem, the RCAC algorithm, and the standard
construction of the target model. A method for generating a DTF is presented in Section 3. Sections 4, and 5 investigate harmonic
disturbance rejection using RCAC with a DTF as the target model. Finally, adaptive control of a MISO acoustic experiment using a
MISO dereverberated target model is described in Section 6.

2. Retrospective cost adaptive control

2.1. Sampled-data disturbance rejection problem

The disturbance rejection problem involves four signals, namely, the performance 𝑧, the disturbance 𝑤, the output 𝑦, and the
control 𝑢. These signals are related by the transfer functions 𝐺𝑧𝑢, 𝐺𝑧𝑤, 𝐺𝑦𝑢, and 𝐺𝑦𝑤, which define the continuous-time, input–output
model

𝑧(𝑡) = 𝐺𝑧𝑤(𝐩)𝑤(𝑡) + 𝐺𝑧𝑢(𝐩)𝑢(𝑡), (1)

𝑦(𝑡) = 𝐺𝑦𝑤(𝐩)𝑤(𝑡) + 𝐺𝑦𝑢(𝐩)𝑢(𝑡), (2)

where 𝐩 is the differentiation operator d∕d𝑡. The signals 𝑦(𝑡) and 𝑧(𝑡) are sampled instantaneously to obtain 𝑦𝑘
▵
= 𝑦(𝑘𝑇s) ∈ R𝑙𝑦 and

𝑧𝑘
▵
= 𝑧(𝑘𝑇s) ∈ R𝑙𝑧 , and the control 𝑢(𝑡) ≡ 𝑢𝑘 ∈ R𝑙𝑢 for all 𝑡 ∈ [𝑘𝑇s, (𝑘 + 1)𝑇s) is reconstructed from 𝑢𝑘 using a zero-order hold (ZOH).

The feedback controller 𝐺c(𝐪, 𝜃̂), where 𝐪 is the forward-shift operator and 𝜃̂ is a vector of controller coefficients that is updated at
each step, uses 𝑦𝑘 to determine 𝑢𝑘, as shown in Fig. 1. In order to suppress the effect of the disturbance 𝑤(𝑡) on 𝑧𝑘, the adaptive
controller uses measurements of 𝑧 to update 𝐺 (𝐪, 𝜃̂). The controller update is indicated by the diagonal line in Fig. 1,
2

𝑘 c
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Fig. 1. Block diagram of the sampled-data adaptive disturbance rejection architecture. The controller 𝐺c,𝑘 is updated at each time step 𝑘.

Fig. 2. Block diagram of the sampled-data adaptive disturbance rejection architecture in discrete time.

It follows from Eqs. (1) and (2) that 𝑧𝑘 and 𝑦𝑘 are given by

𝑧𝑘 = 𝑧𝑤,𝑘 + 𝐺𝑧𝑢,d(𝐪)𝑢𝑘, (3)

𝑦𝑘 = 𝑦𝑤,𝑘 + 𝐺𝑦𝑢,d(𝐪)𝑢𝑘, (4)

where

𝑧𝑤,𝑘
▵
= 𝐶𝑧𝑤 ∫

𝑘𝑇s

(𝑘−1)𝑇s
𝑒𝐴𝑧𝑤(𝑘𝑇s−𝑡)𝐵𝑧𝑤𝑤(𝑡) d𝑡 +𝐷𝑧𝑤 ∫

𝑘𝑇s

(𝑘−1)𝑇s
𝑤(𝑡) d𝑡, (5)

𝑦𝑤,𝑘
▵
= 𝐶𝑦𝑤 ∫

𝑘𝑇s

(𝑘−1)𝑇s
𝑒𝐴𝑦𝑤(𝑘𝑇s−𝑡)𝐵𝑦𝑤𝑤(𝑡) d𝑡 +𝐷𝑦𝑤 ∫

𝑘𝑇s

(𝑘−1)𝑇s
𝑤(𝑡) d𝑡, (6)

here (𝐴𝑧𝑤, 𝐵𝑧𝑤, 𝐶𝑧𝑤, 𝐷𝑧𝑤) and (𝐴𝑦𝑤, 𝐵𝑦𝑤, 𝐶𝑦𝑤, 𝐷𝑦𝑤) are realizations of 𝐺𝑧𝑢(𝐩) and 𝐺𝑦𝑢(𝐩), respectively, and 𝐺𝑧𝑢,d(𝐪) and 𝐺𝑦𝑢,d(𝐪)
re the zero-order hold discretizations of 𝐺𝑧𝑢(𝐩) and 𝐺𝑦𝑢(𝐩), respectively. A block diagram of the discrete-time disturbance rejection
roblem is shown in Fig. 2. All simulation based examples in the paper are conducted in a sample-data feedback loop with integration
etween samples using ode45 in order to capture the intersample behavior.

.2. RCAC algorithm

For the current vector 𝜃𝑘 of controller coefficients, 𝐺c(𝐪, 𝜃𝑘) is realized by the linear, time-varying, input–output model

𝑢𝑘 =
𝑛c
∑

𝑖=1
𝑃𝑖,𝑘𝑢𝑘−𝑖 +

𝑛c
∑

𝑖=1
𝑄𝑖,𝑘𝑦𝑘−𝑖 (7)

here 𝑃𝑖,𝑘 ∈ R𝑙𝑢×𝑙𝑢 , 𝑄𝑖,𝑘 ∈ R𝑙𝑢×𝑙𝑦 , and 𝑛c is the controller order. The startup protocol for Eq. (7) is given by

𝑢𝑘 =

{

0, 𝑘 < 𝑘w, (8)
3

𝛷𝑘𝜃𝑘, 𝑘 ≥ 𝑘w,
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where the regressor matrix 𝛷𝑘 is defined as

𝛷𝑘
▵
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑢𝑘−1
⋮

𝑢𝑘−𝑛c
𝑦𝑘−1
⋮

𝑦𝑘−𝑛c

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

T

⊗ 𝐼𝑙𝑢 ∈ R𝑙𝑢×𝑙𝜃 , (9)

𝑤 ≥ 𝑛c is the number of steps to wait until 𝛷𝑘 is populated with data, 𝜃𝑘 is the controller coefficient vector defined by

𝜃𝑘
▵
= vec

[

𝑃1,𝑘 ⋯ 𝑃𝑛c ,𝑘 𝑄1,𝑘 ⋯ 𝑄𝑛c ,𝑘
]T ∈ R𝑙𝜃 , (10)

nd 𝑙𝜃
▵
= 𝑛c𝑙𝑢(𝑙𝑢 + 𝑙𝑦).

The retrospective performance variable is defined by

𝑧̂𝑘(𝜃̂)
▵
= 𝑧𝑘 − 𝐺f (𝐪)(𝑢𝑘 −𝛷𝑘𝜃̂), (11)

here 𝜃̂ is the controller coefficient vector to be optimized, and 𝐺f (𝐪) ∈ R𝑙𝑧×𝑙𝑢 is a filter. As discussed in Section 2.4, 𝐺f plays
the role of the target model for a closed-loop transfer function. Defining the filtered quantities 𝑢f ,𝑘

▵
= 𝐺f (𝐪)𝑢𝑘 and 𝛷f ,𝑘

▵
= 𝐺f (𝐪)𝛷𝑘,

Eq. (11) can be written as

𝑧̂𝑘(𝜃̂) = 𝑧𝑘 − (𝑢f ,𝑘 −𝛷f ,𝑘𝜃̂). (12)

The controller coefficient vector 𝜃̂ is updated by minimizing the cost function

𝐽𝑘(𝜃̂)
▵
=

𝑘
∑

𝑖=1
𝜆𝑘−𝑖[𝑧̂𝑖(𝜃̂)T𝑅𝑧𝑧̂𝑖(𝜃̂) + (𝛷𝑖𝜃̂)T𝑅𝑢(𝛷𝑖𝜃̂)] + 𝜆𝑘(𝜃̂ − 𝜃0)T𝑅𝜃(𝜃̂ − 𝜃0) (13)

where 𝜆 ∈ (0, 1] is the forgetting factor, 𝑅𝜃 ∈ R𝑙𝜃×𝑙𝜃 and 𝑅𝑧 ∈ R𝑙𝑧×𝑙𝑧 are positive definite, and 𝑅𝑢 ∈ R𝑙𝑢×𝑙𝑢 is positive semidefinite.
Using recursive least squares (RLS), the update law for the controller coefficient vector is given by

𝜃𝑘+1 = 𝜃𝑘 − 𝑃𝑘

[

𝛷f ,𝑘
𝛷𝑘

]T (

𝜆
[

𝑅𝑧 0
0 𝑅𝑢

]−1

+
[

𝛷f ,𝑘
𝛷𝑘

]

𝑃𝑘

[

𝛷f ,𝑘
𝛷𝑘

]T)−1
([

𝛷f ,𝑘
𝛷𝑘

]

𝜃𝑘 +
[

𝑧𝑘 − 𝑢f ,𝑘
0

])

(14)

where

𝑃𝑘+1 =
1
𝜆
𝑃𝑘 −

1
𝜆
𝑃𝑘

[

𝛷f ,𝑘
𝛷𝑘

]T (

𝜆
[

𝑅𝑧 0
0 𝑅𝑢

]−1

+
[

𝛷f ,𝑘
𝛷𝑘

]

𝑃𝑘

[

𝛷f ,𝑘
𝛷𝑘

]T)−1
[

𝛷f ,𝑘
𝛷𝑘

]

𝑃𝑘 (15)

and 𝑃0 = 𝑅−1
𝜃 [27]. The RLS update law has a computational complexity of 𝑂(𝑙2𝜃).

2.3. Analysis of the closed-loop dynamics

Defining

𝑢𝑘(𝜃̂)
▵
= 𝛷𝑘𝜃̂, (16)

𝑢̃𝑘(𝜃̂)
▵
= 𝑢𝑘 − 𝑢𝑘(𝜃̂) = 𝑢𝑘 −𝛷𝑘𝜃̂, (17)

Eq. (11) can be written as

𝑧̂𝑘(𝜃̂) = 𝑧𝑘 − 𝐺f (𝐪)𝑢̃𝑘(𝜃̂). (18)

Next, using Eqs. (7) and (17), the controller 𝐺c(𝐪, 𝜃̂) corresponding to 𝜃̂ is realized as

𝑢𝑘(𝜃̂) =
𝑛c
∑

𝑖=1
𝑃𝑖𝑢𝑘−𝑖 +

𝑛c
∑

𝑖=1
𝑄̂𝑖𝑦𝑘−𝑖 (19)

=
𝑛c
∑

𝑖=1
𝑃𝑖𝑢𝑘−𝑖(𝜃̂) +

𝑛c
∑

𝑖=1
𝑃𝑖𝑢̃𝑘−𝑖(𝜃̂) +

𝑛c
∑

𝑖=1
𝑄̂𝑖𝑦𝑘−𝑖, (20)

hich implies that

𝑢𝑘(𝜃̂) = 𝐷−1
c (𝐪, 𝜃̂)[(𝐪𝑛c𝐼𝑙𝑢 −𝐷c(𝐪, 𝜃̂))𝑢̃𝑘(𝜃̂) +𝑁c(𝐪, 𝜃̂)𝑦𝑘], (21)

where

𝑁c(𝐪, 𝜃̂)
▵
= 𝐪𝑛c−1𝑄̂1 +⋯ + 𝑄̂𝑛c , (22)

𝐷 (𝐪, 𝜃̂)
▵
= 𝐪𝑛c𝐼 − 𝐪𝑛c−1𝑃 −⋯ − 𝑃 . (23)
4

c 𝑙𝑢 1 𝑛c
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Next, defining

𝐺c(𝐪, 𝜃̂)
▵
= 𝐷−1

c (𝐪, 𝜃̂)𝑁c(𝐪, 𝜃̂) (24)

and substituting Eqs. (17) and (21) into Eqs. (3) and (4) yields

𝑧𝑘 = 𝑧𝑤,𝑘 + 𝐺𝑧𝑢,d(𝐪)
(

𝐷−1
c (𝐪, 𝜃̂)[(𝐪𝑛c𝐼𝑙𝑢 −𝐷c(𝐪, 𝜃̂))𝑢̃𝑘(𝜃̂) +𝑁c(𝐪, 𝜃̂)𝑦𝑘] + 𝑢̃𝑘(𝜃̂)

)

, (25)

𝑦𝑘 = 𝑦𝑤,𝑘 + 𝐺𝑦𝑢,d(𝐪)
(

𝐷−1
c (𝐪, 𝜃̂)[(𝐪𝑛c𝐼𝑙𝑢 −𝐷c(𝐪, 𝜃̂))𝑢̃𝑘(𝜃̂) +𝑁c(𝐪, 𝜃̂)𝑦𝑘] + 𝑢̃𝑘(𝜃̂)

)

, (26)

where 𝑧𝑤,𝑘 and 𝑦𝑤,𝑘 are defined by Eqs. (5) and (6). Finally, solving Eq. (26) for 𝑦𝑘 and substituting 𝑦𝑘 into Eq. (25) yields

𝑧𝑘 = 𝜉𝑘(𝜃̂) + 𝐺̃𝑧𝑢̃(𝐪, 𝜃̂)𝑢̃𝑘(𝜃̂), (27)

where

𝜉𝑘(𝜃̂)
▵
= 𝑧𝑤,𝑘 + 𝐺𝑧𝑢,d(𝐪)𝐺c(𝐪, 𝜃̂)(𝐼𝑙𝑦 − 𝐺𝑦𝑢,d(𝐪)𝐺c(𝐪, 𝜃̂))−1𝑦𝑤,𝑘, (28)

𝐺̃𝑧𝑢̃(𝐪, 𝜃̂)
▵
= 𝐪𝑛𝑐𝐺𝑧𝑢,d(𝐪)

(

𝐷−1
c (𝐪, 𝜃̂) + 𝐺c(𝐪, 𝜃̂)[𝐼𝑙𝑦 − 𝐺𝑦𝑢,d(𝐪)𝐺c(𝐪, 𝜃̂)]−1𝐺𝑦𝑢,d(𝐪)𝐷−1

c (𝐪, 𝜃̂)
)

. (29)

Note that 𝜉𝑘(𝜃̂) is the portion of the measurement 𝑧𝑘 due to 𝑤(𝑡) when using the controller 𝐺c(𝐪, 𝜃̂). Finally, note that Eqs. (16)–(29)
are valid for all 𝜃̂ ∈ R𝑙𝜃 .

2.4. Optimal controller and the target model

Now, assume that there exists 𝜃∗ that minimizes Eq. (13) for all 𝑘, and define

𝑢̃∗𝑘
▵
= 𝑢̃𝑘(𝜃∗) = 𝑢𝑘 − 𝑢(𝜃∗) = 𝑢𝑘 −𝛷𝑘𝜃

∗, (30)

𝑧̂∗𝑘
▵
= 𝑧̂𝑘(𝜃∗) = 𝑧𝑘 − 𝐺f (𝐪)𝑢̃∗𝑘, (31)

nd

𝐺∗
c (𝐪)

▵
= 𝐺c(𝐪, 𝜃∗), (32)

𝐺̃∗
𝑧𝑢̃(𝐪)

▵
= 𝐺̃𝑧𝑢̃(𝐪, 𝜃∗). (33)

ince 𝜃∗ minimizes Eq. (13) for all 𝑘, for negligible 𝑅𝑢 it follows that 𝑧̂∗𝑘 ≈ 0, and thus

𝑧𝑘 ≈ 𝐺f (𝐪)𝑢̃∗𝑘. (34)

ence, Eqs. (27) and (34) imply

𝜉∗𝑘
▵
= 𝜉𝑘(𝜃∗) ≈ [𝐺f (𝐪) − 𝐺̃∗

𝑧𝑢̃(𝐪)]𝑢̃
∗
𝑘. (35)

t follows from Eq. (34) that 𝐺f (𝐪) is approximately the transfer function from 𝑢̃∗𝑘 to 𝑧𝑘. On the other hand, Eq. (27) with 𝜃̂ = 𝜃∗
hows that the transfer function from 𝑢̃∗𝑘 to 𝑧𝑘 is 𝐺̃∗

𝑧𝑢̃(𝐪). The goal is thus to construct 𝐺f (𝐪) in order to facilitate its approximation
y 𝐺̃∗

𝑧𝑢̃(𝐪).
To determine suitable properties of 𝐺f (𝐪), we consider the case where disturbance rejection is approximately achieved, that is,

or all 𝑘 ≥ 0, 𝜉∗𝑘 ≈ 0. Under this assumption, it follows from Eq. (27) that the transfer function from 𝑢̃∗𝑘 to 𝑧𝑘 is 𝐺̃∗
𝑧𝑢̃(𝐪). Now, with

𝑘+1 given by Eq. (14), it follows that Eqs. (18) and (27) become

𝑧̂𝑘(𝜃𝑘+1) = 𝑧𝑘 − 𝐺f (𝐪)𝑢̃𝑘(𝜃𝑘+1), (36)

𝑧𝑘 = 𝜉𝑘(𝜃𝑘+1) + 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1)𝑢̃𝑘(𝜃𝑘+1). (37)

ow assuming that 𝑧̂𝑘(𝜃𝑘+1) → 0 as 𝑘 → ∞, Eq. (36) implies that, for all sufficiently large 𝑘,

𝑧𝑘 ≈ 𝐺f (𝐪)𝑢̃𝑘(𝜃𝑘+1), (38)

nd thus 𝐺f (𝐪) is approximately the transfer function from 𝑢̃𝑘(𝜃𝑘+1) to 𝑧𝑘. Since 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) is the actual transfer function from
̃𝑘(𝜃𝑘+1) to 𝑧𝑘, it follows that minimizing Eq. (13) drives 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) to 𝐺f (𝐪). Comparing Eq. (34) to Eq. (38) implies that

𝐺f (𝐪)𝑢̃𝑘(𝜃𝑘+1) ≈ 𝐺f (𝐪)𝑢̃∗𝑘, (39)

hich, under sufficient persistence of excitation, implies that 𝜃𝑘+1 converges to 𝜃∗, and thus 𝐺̃∗
𝑧𝑢̃(𝐪) approximates 𝐺f (𝐪). Consequently,

f (𝐪) serves as a target model for 𝐺̃∗
𝑧𝑢̃(𝐪).

In the case where 𝑦𝑘, 𝑧𝑘, and 𝑢𝑘 are scalar, 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) can be written as

𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) =
𝐪𝑛𝑐𝑁𝑧𝑢,d(𝐪)

𝐷(𝐪)𝐷c(𝐪, 𝜃𝑘+1) −𝑁𝑦𝑢,d(𝐪)𝑁c(𝐪, 𝜃𝑘+1)
, (40)

where 𝐺𝑧𝑢,d(𝐪) = 𝑁𝑧𝑢,d(𝐪)∕𝐷(𝐪) and 𝐺𝑦𝑢,d(𝐪) = 𝑁𝑦𝑢,d(𝐪)∕𝐷(𝐪). Note that the zeros of 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) include the zeros of 𝐺𝑧𝑢,d(𝐪). Although
these zeros do not depend on 𝐺c(𝐪, 𝜃𝑘+1), they can be canceled by roots of the denominator of 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1). In the case of NMP zeros,
this cancellation represents a hidden instability due to the cascade interconnection between the structure and 𝐺c(𝐪, 𝜃𝑘+1) [28]. As
shown in [15], this cancellation can be prevented by ensuring that all of the NMP zeros of 𝐺 (𝐪) are also zeros of 𝐺 (𝐪).
5
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2.5. Retrospective performance variable decomposition

Substituting Eq. (37) into Eq. (36) yields

𝑧̂𝑘(𝜃𝑘+1) = 𝜉𝑘(𝜃𝑘+1) + [𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) − 𝐺f (𝐪)]𝑢̃𝑘(𝜃𝑘+1). (41)

By defining the one-step predicted performance

𝑧̂opp,𝑘(𝜃𝑘+1)
▵
= 𝜉𝑘(𝜃𝑘+1) (42)

and the target-model matching performance

𝑧̂tmp,𝑘(𝜃𝑘+1)
▵
= [𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) − 𝐺f (𝐪)]𝑢̃𝑘(𝜃𝑘+1), (43)

Eq. (41) can be written as

𝑧̂𝑘(𝜃𝑘+1)
▵
= 𝑧̂opp,𝑘(𝜃𝑘+1) + 𝑧̂tmp,𝑘(𝜃𝑘+1). (44)

The decomposition of the retrospective performance in Eq. (44) shows the interplay between the one-step predicted performance
and the target-model matching performance. The one-step predicted performance represents the closed-loop response of 𝑧𝑘 to the
disturbance 𝑤(𝑡) when the controller 𝜃𝑘+1 is used, while the target-model matching performance represents the difference between
𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) and 𝐺f (𝐪) driven by 𝑢̃𝑘(𝜃𝑘+1). Minimizing Eq. (13) with negligible 𝑅𝑢 yields

𝑧̂𝑘(𝜃𝑘+1) ≈ 0 (45)

which, using Eq. (44) implies

𝑧̂opp,𝑘(𝜃𝑘+1) + 𝑧̂tmp,𝑘(𝜃𝑘+1) ≈ 0 (46)

that is,

𝑧̂opp,𝑘(𝜃𝑘+1) ≈ −𝑧̂tmp,𝑘(𝜃𝑘+1) (47)

2.6. Standard construction of the target model

In the SISO case, note that the relative degree of 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) is equal to the relative degree of 𝐺𝑧𝑢,d(𝐪). Therefore, in order to
facilitate model matching between 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) and 𝐺f (𝐪), we choose the relative degree of 𝐺f (𝐪) to be equal to the relative degree
of 𝐺𝑧𝑢,d(𝐪). For the same reason, we also construct 𝐺f (𝐪) to have the same leading numerator coefficient as 𝐺𝑧𝑢,d(𝐪).

Furthermore, it can be seen that the numerator of 𝐺̃𝑧𝑢̃(𝐪, 𝜃𝑘+1) contains all of the zeros present in 𝐺𝑧𝑢,d(𝐪). Therefore, as the
target-model matching performance is minimized, any NMP zeros that are present in 𝐺𝑧𝑢,d(𝐪), but not in 𝐺f (𝐪) can lead to unstable
pole-zero cancellation. Therefore, 𝐺f (𝐪) must be constructed such that all of the NMP zeros of 𝐺𝑧𝑢,d(𝐪) are present in 𝐺f (𝐪).

A straightforward technique for constructing 𝐺f (𝐪) that satisfies these requirements in the SISO case is given by

𝐺f (𝐪) =
𝑛f
∑

𝑖=0

𝐻𝑖
𝐪𝑖

, (48)

where 𝐻𝑖 is the 𝑖th the Markov parameter of 𝐺𝑧𝑢,d(𝐪) and 𝑛f is the order of 𝐺f (𝐪). In the case where the structure is minimum phase
nd asymptotically stable, only the first nonzero Markov parameter is used in the summation. For NMP structures, the order of 𝑛f
ust be large enough such that the NMP zeros of 𝐺f (𝐪) approximate the NMP zeros of 𝐺𝑧𝑢,d(𝐪).

Note that the FIR transfer function Eq. (48) is a truncated Laurent expansion of 𝐺𝑧𝑢,d(𝐪) [16]. Therefore, by choosing a sufficiently
large value of 𝑛f , 𝐺f (𝐪) provides an approximation of 𝐺𝑧𝑢,d(𝐪) that is useful in the MIMO case. Unfortunately, for lightly damped
structures, several hundred Markov parameters may be needed to approximate the NMP zeros; this number is prohibitively large in
applications. To overcome this difficulty, we use a dereverberated transfer function as the target model.

3. Identification of dereverberated transfer functions

Let 𝐺d(𝑧) be a discrete-time transfer function of order 𝑛 with frequency response 𝐺d(ej𝜃), where 𝜃 ∈ [0, 𝜋]. The goal is to determine
a dereverberated transfer function 𝐺d(𝑧) of order 𝑛̂ ≪ 𝑛 whose frequency response approximates the frequency response of 𝐺d(𝑧).
We construct 𝐺d(𝑧) by minimizing the logarithmic-average of the error between 𝐺d(ej𝜃) and 𝐺d(ej𝜃) subject to the constraint that
all poles and zeros of 𝐺d(𝑧) are real and that 𝐺d(𝑧) is asymptotically stable. By restricting the poles and zeros to be real, we can
construct a transfer function that captures the magnitude and phase trend of 𝐺d(ej𝜃) without resonances and anti-resonances. More
formally, for a specified value of the maximum order 𝑛̂max ≪ 𝑛 of the dereverberated transfer function 𝐺d(𝑧), the goal is to solve the
optimization problem

min
𝑘,𝑎,𝑏,𝑛̂,𝑚̂ ∫

𝜋

0
|𝐺d(ej𝜃) − 𝐺d(ej𝜃)|

2
d(log 𝜃) (49)
6
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Fig. 3. Dereverberated Transfer Function Example: Single-mode SISO Structure (a) Poles and zeros of the discretized structural model and the dereverberated
transfer function 𝐺d(𝑧), which has one real pole. (b) Frequency response of 𝐺d(𝑧). Note that the phase of 𝐺d(𝑧) follows the trend of the phase of 𝐺d(𝑧).

subject to

𝐺d(𝑧) =
𝑘
∏𝑚̂

𝑖=1(𝑧 + 𝑏𝑖)
∏𝑛̂

𝑖=1(𝑧 + 𝑎𝑖)
, (50)

𝑚̂ ≤ 𝑛̂ ≤ 𝑛̂max, (51)

𝐺d(𝑧) is asymptotically stable, (52)

where 𝑚̂ ≥ 0 is the number of zeros, 𝑎 ∈ R𝑛̂ is the vector of poles, 𝑏 ∈ R𝑚̂ is the vector of zeros, and 𝑘 ∈ R is a scaling factor. If 𝑚̂ = 0,
then the numerator of 𝐺d(𝑧) is 𝑘. In order to simplify the optimization, 𝑚̂ can be fixed beforehand. For example, 𝑚̂ can be chosen
such that the relative degree of the dereverberated transfer function equals the relative degree of the structure. The maximum order
𝑛̂max of 𝐺d(𝑧) is typically chosen to be much lower than the order of 𝐺d(𝑧) in order to obtain a low-order model that efficiently
captures the rolloff and phase characteristics of 𝐺d(𝑧). For MIMO systems, the DTF is formed by solving the above optimization
problem channel by channel.

3.1. Dereverberated transfer function example: Single-mode SISO structure

Consider the second-order structure with natural frequency 𝜔n = 20𝜋 rad s−1 and damping ratio 𝜁 = 0.05 given by

𝐺(𝑠) =
(20𝜋)2

𝑠2 + 2𝜋𝑠 + (20𝜋)2
, (53)

where 𝑠 is the Laplace variable. Discretizing Eq. (53) with sample rate 𝑇s = 0.01 s gives

𝐺d(𝑧) =
0.1871𝑧 + 0.1831

𝑧2 − 1.569𝑧 + 0.9391
. (54)

The resulting dereverberated transfer function with 𝑛̂max = 1 is given by

𝐺d(𝑧) =
0.5126

𝑧 − 0.5544
. (55)

ig. 3 shows that the phase of 𝐺d(𝑧) follows the trend of the phase of 𝐺d(𝑧) without large phase shifts. Note that for bode magnitude
plots, dB is 20log(|𝑇 (j𝜔)|) for continuous transfer functions and 20log(|𝑇 (ej𝜔𝑇s )|) for discrete transfer functions where 𝑇 is the
espective transfer function.

.2. Construction of the dereverberated target model

Directly using a dereverberated transfer function for the target model 𝐺f leads to poor disturbance rejection performance. This
s due to the DTF being similar to the open loop system in magnitude. However, only a simple adjustment to the DTF is needed to
mprove the disturbance rejection performance. The adjusted DTF that is used as the target model 𝐺f is termed the dereverberated
arget model (DTM).
7
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Fig. 4. Example 1: Bode plots of 𝐺𝑧𝑢,d and 𝐺f . The magnitude is referenced to unity gain. (a) Frequency response of the discretized 𝐺𝑧𝑢 and the DTM 𝐺f . The
TM was constructed using 𝑛̂max = 2, and 𝛽 = 0.8. (b) Difference between the frequency response of the discretized 𝐺𝑧𝑢 and the DTM 𝐺f .

In particular we set,

𝐺f (𝑧) = 𝛽𝐺d(𝑧), (56)

here 𝛽 ∈ (0, 1]. With 𝛽 ∈ [0.5, 0.9] being the values typically used. The parameter 𝛽 is a tuning parameter that provides a
rade off between disturbance rejection performance and robustness with smaller values of 𝛽 providing better disturbance rejection
erformance.

. Example 1: SISO adaptive disturbance rejection

Consider the structure given by

𝐺(𝑠) =
𝜔2
p1𝜔

2
p2

𝜔2
z

𝑠2 + 2𝜁𝜔z𝑠 + 𝜔2
z

(𝑠2 + 2𝜁𝜔p1𝑠 + 𝜔2
p1)(𝑠

2 + 2𝜁𝜔p2𝑠 + 𝜔2
p2)

(57)

nd the block diagram in Fig. 1 with 𝐺(𝑠) = 𝐺𝑧𝑢(𝑠) = 𝐺𝑧𝑤(𝑠) = 𝐺𝑦𝑢(𝑠) = 𝐺𝑦𝑤(𝑠), 𝑇s = 0.01 s, 𝜔p1 = 16𝜋 rad s−1, 𝜔p2 = 24𝜋 rad s−1,
𝜔z = 20𝜋 rad s−1, and 𝜁 = 0.01. The following subsections investigate the performance of RCAC for harmonic disturbance rejection
using a dereverberated target model on Eq. (57) for various disturbance frequencies. Note that the frequency, amplitude, and phase
of the harmonic disturbance are assumed to be unknown. As discussed in Section 2.1, all sampled-data simulations capture the
intersample behavior of the structure. Measurements are corrupted by sensor noise such that there is a 60 dB SNR when measuring
the asymptotic open-loop response.

The DTM is created using 𝑛̂max = 2, and 𝛽 = 0.8. The resulting dereverberated target model is shown in Fig. 4. RCAC is initialized
with 𝑛c = 6, 𝜃0 = 012×1, 𝑘𝑤 = 5𝑛c, 𝜆 = 1, 𝑅𝑧 = 1, 𝑅𝜃 = 10−5𝐼12, and 𝑅𝑢 = 10−3. In Fig. 5, for 1000 values of the harmonic
disturbance frequency 𝜔d between 4𝜋 to 50𝜋 rad s−1, the ratio of the asymptotic root mean square (RMS) closed-loop and open-loop
response at the sample times is plotted along with the magnitude and phase difference between 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ) and
between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ). Notice that since RCAC attempts to match 𝐺̃𝑧𝑢̃(𝐪) to 𝐺f (𝐪), the difference between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ) and
𝐺f (𝑒j𝜔d𝑇s ) is near zero at many of the disturbance frequencies. For 𝜔d = 16𝜋 rad s−1, the closed-loop response is shown in Fig. 6.
The disturbance is suppressed by 66 dB.

5. Example 2: MISO adaptive disturbance rejection

Consider the 4-mode, 2-input, 1-output structure in Fig. 7 and the block diagram in Fig. 1 with 𝐺(𝑠) = 𝐺𝑧𝑢(𝑠) = 𝐺𝑧𝑤(𝑠) =
𝐺𝑦𝑢(𝑠) = 𝐺𝑦𝑤(𝑠), and 𝑇s = 0.01 s. All poles and zeros have the same damping ratio, which is set to 𝜁 = 0.1 in Fig. 7. The following
subsections investigate the performance of RCAC on a structure that has a different damping ratio than the model used to generate
the dereverberated target model. Specifically, RCAC is implemented in closed-loop for 50 different values of the structural damping,
𝜁 from 0.01 to 0.5, with a dereverberated target model computed from the nominal model with 𝜁 = 0.1. As discussed in Section 2.1,
all sampled-data simulations capture the intersample behavior of the structure. Measurements are corrupted by sensor noise such
that there is a 60 dB SNR when measuring the asymptotic open-loop response. There are two harmonic disturbances at 𝜔d1 = 22𝜋
and 𝜔d2 = 34𝜋 rad s−1 with the first input receiving the 22𝜋 rad s−1 disturbance and the second input receiving the 34𝜋 rad s−1
8

disturbance. Note that the frequency, amplitude, and phase of the harmonic disturbance are assumed to be unknown.
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Fig. 5. Example 1: Comparison of 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ), 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ), 𝐺f (𝑒j𝜔d𝑇s ), and asymptotic RMS closed-loop response. The magnitude difference is referenced to unity
gain while the asymptotic RMS ratio is referenced to the open-loop RMS response. (a) Magnitude and phase difference between 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ) and
between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ) for 1000 values of the disturbance frequency between 4𝜋 to 50𝜋 rad s−1. (b) Ratio of the asymptotic RMS response between
closed- and open-loop versus disturbance frequency. (c) Data from Figs. 5(a) and 5(b). The points along the curve show the magnitude difference versus phase
difference between 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ). The separate data points denote the magnitude difference versus phase difference between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ).
On the curve, ‘‘⋅’’ corresponds to 𝜔d = 4𝜋 rad s−1, and ‘‘x’’ for 𝜔d = 50𝜋 rad s−1. Note that, since RCAC attempts to match 𝐺̃𝑧𝑢̃(𝐪) to 𝐺f (𝐪), many of the separate
points are near (0, 0).

Fig. 6. Example 1: Open-loop and closed-loop response subject to the harmonic disturbance 𝜔d = 16𝜋 rad s−1, where RCAC starts at 0.3 s. (a) Open- and
closed-loop response of 𝑧. (b) Control input. (c) Controller coefficients. (d) Power spectral density of the open- and closed-loop responses. Notice that the peak
in the open-loop response corresponding to the disturbance is suppressed by 66 dB, where dB is referenced to 1 m2.

The DTM is created using 𝑛̂max = 2, and 𝛽 = 0.8. RCAC is initialized with 𝑛c = 8, 𝜃0 = 048×1, 𝑘𝑤 = 5𝑛c, 𝜆 = 1, 𝑅𝑧 = 1, 𝑅𝜃 = 10−6𝐼48,
and 𝑅𝑢 = 10−2𝐼2. Fig. 8 shows the ratio of the asymptotic root mean square response between closed-loop and open-loop at the
sample times along with the magnitude difference versus phase difference between 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ) and between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s )
and 𝐺f (𝑒j𝜔d𝑇s ) for 50 values of 𝜁 from 0.01 to 0.5. For 𝜁 = 0.01, Fig. 9 compares the structure and the dereverberated target model
constructed from the model with 𝜁 = 0.1. The resulting closed-loop response shown in Fig. 10 with the two disturbances being
suppressed by 51 and 46 dB respectively.
9
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Fig. 7. Example 2: 4-mode, 2-input, 1-output structure. All poles and zeros have damping ratio 𝜁 = 0.1. Note that the left- and right-hand columns in (a) and
(b) correspond to the transfer functions from 𝑢1 and 𝑢2, respectively, to 𝑧. (a) Pole-zero plot. (b) Frequency response. The magnitude is referenced to unity gain.

Fig. 8. Example 2: Ratio of the asymptotic RMS closed-loop response to RMS open-loop response at the sample times for 50 values of 𝜁 between 0.01 to 0.5. The
points along the curve show the magnitude difference versus phase difference between 𝐺𝑧𝑢,d(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ). The separate data points denote the magnitude
difference versus phase difference between 𝐺̃𝑧𝑢̃(𝑒j𝜔d𝑇s ) and 𝐺f (𝑒j𝜔d𝑇s ). The closed-loop response uses a 𝐺f computed from a model with 𝜁 = 0.1. Notice that since
RCAC attempts to match 𝐺̃𝑧𝑢̃(𝐪) to 𝐺f (𝐪), many of the separate points are near (0,0). The magnitude difference is referenced to unity gain while the asymptotic
RMS ratio is referenced to the open-loop RMS response. On the curve, ‘‘⋅’’ corresponds to 𝜁 = 0.01, ‘‘*’’ for 𝜁 = 0.5, and ‘‘x’’ for 𝜁 = 0.1. (a) Magnitude difference
versus phase difference between 𝐺𝑧𝑢,d(𝑒j𝜔d1𝑇s ) and 𝐺f (𝑒j𝜔d1𝑇s ) and between 𝐺̃𝑧𝑢̃(𝑒j𝜔d1𝑇s ) and 𝐺f (𝑒j𝜔d1𝑇s ) for input 𝑢1. (b) Magnitude difference versus phase difference
between 𝐺𝑧𝑢,d(𝑒j𝜔d2𝑇s ) and 𝐺f (𝑒j𝜔d2𝑇s ) and between 𝐺̃𝑧𝑢̃(𝑒j𝜔d2𝑇s ) and 𝐺f (𝑒j𝜔d2𝑇s ) for input 𝑢2.

6. Experimental application

RCAC with a dereverberated target model is now implemented in an acoustic experiment. The experiment consists of an
omnidirectional microphone with three mid-bass speakers in a 6 ft × 3 ft × 3 ft enclosed space shown in Fig. 11. One speaker 𝑤1 is
used to generate the harmonic disturbance, with the other two speakers 𝑢1 and 𝑢2 being available for control. The RCAC algorithm is
implemented using a dSPACE SCALEXIO at a sample rate of 8 kHz. The SCALEXIO is also used to generate the harmonic disturbance
consisting of seven tones at 0.8, 0.9, 1.06, 1.3, 1.6, 2.2, and 3 kHz. Note that the frequency, amplitude, and phase of the harmonic
disturbance are assumed to be unknown.

The nature of the acoustic experiment leads to multi-sample delays. Once a frequency response of the system is identified, the
delays are characterized and removed to facilitate the optimization procedure used to create the DTF. At 8 kHz, the delays from
inputs 𝑢1 and 𝑢2 to the microphone corresponded to 9 and 16 samples respectively. The resulting frequency response without delays
is used to generate the DTF. The 9 and 16 sample delays were then added to the appropriate inputs in the DTF to create the target
10
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Fig. 9. Example 2: Bode plots of 𝐺𝑧𝑢,d and 𝐺f . Note that the left- and right-hand columns in (a) and (b) correspond to the transfer functions from 𝑢1 and 𝑢2,
respectively, to 𝑧. The magnitude is referenced to unity gain. (a) Frequency response of the discretized 𝐺𝑧𝑢 with 𝜁 = 0.01 and the DTM 𝐺f constructed from the
discretized 𝐺𝑧𝑢 with 𝜁 = 0.1. The DTM was constructed by using 𝑛̂max = 2, and 𝛽 = 0.8. (b) Difference between the frequency response of the discretized 𝐺𝑧𝑢 and
the DTM 𝐺f .

Fig. 10. Example 2: Open-loop and closed-loop response of the structure with 𝜁 = 0.01 subject to the harmonic disturbance, where RCAC starts at 0.4 s. (a)
pen- and closed-loop response of 𝑧. (b) Control inputs. (c) Controller coefficients. (d) Power spectral density of the open- and closed-loop responses. Notice

hat the 2 peaks in the open-loop response corresponding to the disturbance are suppressed by 51 dB and 46 dB, where dB is referenced to 1 m2.

Due to computational constraints, a modified version of RCAC was implemented for the experiment. Specifically, the controller
oefficients 𝜃̂ are now updated by minimizing the cost function

𝐽𝑘(𝜃̂)
▵
= 1

2
(𝑧̂𝑘(𝜃̂)T𝑧̂𝑘(𝜃̂) + 𝜃̂T𝑅𝜃̂), (58)

sing gradient descent, where the positive-definite matrix 𝑅 ∈ R𝑙𝜃×𝑙𝜃 is a regularization term. The update law for the controller
oefficient vector is given by

𝜃𝑘+1 = 𝜃𝑘 − 𝜇𝑘(𝛷T
f ,𝑘𝑧̂𝑘(𝜃𝑘) + 𝑅𝜃𝑘), (59)

here 𝜇𝑘 is the adaptive step size. The optimal adaptive step size can be shown to be

𝜇opt,𝑘
▵
=

𝜈T𝑘 (𝜃𝑘)𝜈𝑘(𝜃𝑘)
T T , (60)
11
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Fig. 11. Experimental Setup. (a) Simplified top-down drawing. (b) Image of experimental setup.

𝜈𝑘(𝜃𝑘)
▵
= (𝛷T

f ,𝑘𝛷f ,𝑘 + 𝑅)𝜃𝑘 +𝛷T
f ,𝑘(𝑧𝑘 − 𝑢f ,𝑘). (61)

For computational convenience, the step size is chosen to be

𝜇𝑘 = 𝛼
‖𝛷f ,𝑘‖

2
F

≤ 𝜇opt,𝑘, (62)

where ‖ ⋅ ‖F is the Frobenius norm and 𝛼 > 0 is chosen to adjust the speed of the adaptation.
The DTM is created using 𝑛̂max = 6, and 𝛽 = 0.6. RCAC is initialized with 𝑛c = 40, 𝜃0 = 0240×1, 𝑘𝑤 = 14𝑛c, 𝛼 = 0.05, and

𝑅 = 0. Fig. 12 compares the acoustic experiment model and the dereverberated target model. Fig. 13 shows that the disturbance is
suppressed as the controller coefficients converge.

7. Conclusions and future research

In this paper, dereverberated transfer functions were constructed from frequency-domain data by averaging both magnitude and
phase data. For harmonic disturbance rejection in a sampled-data feedback loop, retrospective cost adaptive control was applied
numerically to adaptive disturbance rejection using a dereverberated transfer function as the target model. The frequency, amplitude,
and phase of the harmonic disturbance were assumed to be unknown. Using the limited modeling information provided by the low-
order dereverberated target model, RCAC was found to suppress the harmonic disturbance over a range of disturbance frequencies.
In addition, for a 2-input, 1-output structure, RCAC was found to suppress the harmonic disturbance using a dereverberated target
model constructed from a model with an erroneous damping ratio.

RCAC was then applied to a 2-input, 1-output acoustic noise-suppression experiment. A gradient-based variation of RCAC was
implemented with a dereverberated target model with 8 kHz sample rate, with seven harmonic disturbances. RCAC was found to
suppress the disturbances as well as ambient disturbances present in the lab. The results show that a dereverberated target that
captures the phase and magnitude trend but not the detailed peaks and notches of the structure can be effective for lightly damped
structures.
12
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Fig. 12. Experiment: Bode plots of 𝐺𝑧𝑢,d and 𝐺f . Note that the left- and right-hand columns in (a) and (b) correspond to the transfer functions from 𝑢1 and 𝑢2,
espectively, to 𝑧. The magnitude is referenced to unity gain. (a) Frequency response of the discretized 𝐺𝑧𝑢 and the DTM 𝐺f . The DTM was constructed using
𝑛̂max = 6, 𝛽 = 0.6, and adding a 9 sample delay to input 𝑢1 and 16 sample delay to input 𝑢2. (b) Difference between the frequency response of the discretized
𝐺𝑧𝑢 and the DTM 𝐺f .

Fig. 13. Experiment: Open-loop and closed-loop response of the acoustic experiment subject to the harmonic disturbance, where RCAC starts at 1.05 s. (a)
Closed-loop response of 𝑧. (b) Control inputs. (c) Controller coefficients. (d) Power spectral density of the open- and closed-loop responses, where dB is referenced
to 1 V2. Notice that the 7 largest peaks in the open-loop response corresponding to the disturbance are suppressed in the closed-loop response to the noise floor.
Disturbances from the laboratory environment are also present.
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