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Abstract— Thermoacoustic systems are self-oscillating due
to the fact that a constant input (fuel rate in gas turbine
combustors for example) yields an asymptotically oscillatory
response. This behavior arises due to the interaction between
combustion and acoustics, resulting in thermoacoustic oscil-
lations. This paper provides a numerical and experimental
investigation of retrospective cost adaptive control (RCAC)
for adaptively suppressing thermoacoustic oscillations under
sampled-data control.

I. INTRODUCTION

The destruction of the Tacoma-Narrows bridge in 1940
after little more than four months of operation provides a
graphic illustration of a self-oscillating system (SOS), that is,
a system for which a constant input produces an oscillatory
response. SOS arise in biochemical systems, aeroelasticity,
and combustion [1]–[10]. Although the classical example of a
SOS is the van der Pol oscillator, SOS may have an arbitrary
number of states and need not possess a limit cycle. Control
of SOS has attracted substantial interest motivated by diverse
applications [11]–[16].

The goal of the present paper is to investigate the perfor-
mance of an adaptive controller for suppressing oscillations
in a Rijke-tube model and validate these results in a Rijke-
tube experiment. A Rijke tube is a spatially one-dimensional
thermoacoustic system that is highly susceptible to thermoa-
coustic oscillation [17]–[22]. Experimental applications of
various control algorithms are reported in [23]–[25].

In the present paper, a 1D nonlinear Rijke-tube model and
a Rijke-tube experiment are used to investigate adaptive sta-
bilization in a sampled-data setting using retrospective cost
adaptive control (RCAC) [26]. This technique was applied to
the van der Pol oscillator in [26] and to models of scramjet
combustors in [27] and [28], which exhibit themoacoustic
oscillations. The numerical investigation in the present paper
is based on a 1D nonlinear Rijke-tube model derived from
[29]–[31]. The model parameters are chosen so that the
model response is similar to that of the Rijke-tube experiment
built in the University of Michigan laboratory. This model
features a linear map, time delays, asymptotically stable
linear dynamics, and a continuous, bounded nonlinearity.

The goal of the present paper is to determine the modeling
information required by RCAC to suppress thermoacoustic
oscillations in the 1D nonlinear Rijke-tube model and a
Rijke-tube experiment. The numerical investigation involves
variations of the model parameters in order to determine the
robustness of the modeling information required by RCAC,
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while the physical tests are used to validate these results.
The contribution of this paper is thus a numerical and exper-
imental investigation of adaptive sampled-data stabilization
of SES with application to a 1D nonlinear Rijke-tube model.

The contents of the paper are as follows. Section II
presents the nonlinear Rijke-tube model. Section III describes
the adaptive control law considered in this paper for adap-
tive stabilization. Section IV considers the approach under
which the discrete-time adaptive controller interacts with
the continuous-time models. Section V presents numerical
examples in which the adaptive controller stabilizes the
nonlinear model of the Rijke tube. The performance of the
adaptive controller is compared against that of a continuous-
time time-delayed integral controller. Section VI presents the
setup of the Rijke-tube experiment built in the University
of Michigan laboratory. Section VII presents experimental
results in which the adaptive controller stabilizes the Rijke-
tube experiment described in Section VI. Finally, Section
VIII presents the conclusions of the paper.

II. NONLINEAR MODEL OF A RIJKE TUBE

The setup considered for the Rijke tube is displayed in Fig.
1, where a heating coil is placed inside a vertical tube xd m
below the top of the tube and xu m above the bottom of the
tube. Due to the heat produced by the coil, the air travelling
through the heating zone expands and causes a local increase
in pressure, which propagates along the tube and is fed
back to the heating zone, which causes a thermoacoustic
instability manifested as self-excited oscillations. In Fig. 1,
f1 and g1 represent the acoustic pressure propagation in the
upstream side, and f2 and g2 represent the acoustic pressure
propagation in the downstream side. The objective is to
suppress these thermoacoustic oscillations. For that purpose,
a microphone is used to measure the pressure oscillations at
xmic m below the top of the tube, a speaker is placed below
the tube as an actuator for oscillation suppression, and a
digital controller is used to modulate the speaker pressure
according to the pressure oscillation measurements from the
microphone.

The nonlinear Rijke-tube model is based on the ducted
flame model shown in [29] and derived in [30], [31]. Let
t ≥ 0 denote time, define X 4

= [−xu, xd], and let x ∈ X
denote a position within the tube in meters, where x = 0 m
is the position of the heating coil in the tube. Let p and u
be the airflow pressure and velocity, respectively, such that,
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Fig. 1: Schematic of the Rijke tube.

for all t ≥ 0 and x ∈ X,

p(t, x)
4
=

{
p̄1 + p̃1(t, x), x ∈ [−xu, 0]

p̄2 + p̃2(t, x), x ∈ (0, xd]
, (1)

u(t, x)
4
=

{
ū1 + ũ1(t, x), x ∈ [−xu, 0]

ū2 + ũ2(t, x), x ∈ (0, xd]
, (2)

where p̄1, p̄2 ∈ R are the mean airflow pressure in the
upstream and downstream sides, respectively, ū1, ū2 ∈ R are
the mean airflow velocities in the upstream and downstream
sides, respectively, and, for all i ∈ {1, 2},

p̃i(t, x)
4
= fi(t− x

c̄i
) + gi(t+ x

c̄i
), (3)

ũi(t, x)
4
= 1

ρ̄ic̄i
[fi(t− x

c̄i
)− gi(t+ x

c̄i
)], (4)

where c̄1, c̄2 ∈ R are the mean wave speeds in the upstream
and downstream sides, respectively, and ρ̄1, ρ̄2 ∈ R are
the mean air densities in the upstream and downstream
sides, respectively, f1 and g1 represent the acoustic pressure
propagation in the upstream side, and f2 and g2 represent
the acoustic pressure propagation in the downstream side.
Furthermore, f1 and g2 are given by

f1(t)
4
= Rusg1(t− τu) + v(t− τu

2 ), (5)

g2(t)
4
= Rdsf2(t− τd), (6)

where Rus, Rds ∈ R, τu
4
= 2xu

c̄1
, τd

4
= 2xd

c̄2
, and v ∈ R is the

speaker pressure. Next, let the dynamics of the heat release
rate of the coil Q be given by

bQ̇(t) +Q(t) = asatū1,δū1
(ū1 + ũ1(t, 0)), (7)

where a, b ∈ R, δū1 ∈ [0, ū1], and

satū1,δū1(u)
4
=


ū1 − δū1, u < ū1 − δū1

u, u ∈ [ū1 − δū1, ū1 + δū1]

ū1 + δū1, u > ū1 + δū1

.

(8)

Let Q̄ ∈ R be the mean heat release rate of the coil and
define Q̃(t)

4
= Q(t)− Q̄. Then, let F : R3 → R2 be a linear

map such that[
g1(t)
f2(t)

]
= F(f1(t), g2(t), Q̃(t))

4
= X−1

[
Y

0
1

Ac̄1

]f1(t)
g2(t)

Q̃(t)

 ,

(9)
where A ∈ R is the tube cross-sectional area and X,Y ∈
R2×2. Detailed expressions for X and Y are given in the
appendix of [29]. Since the Mach numbers are low, X and
Y are given by

X
4
=

[
−1 1
1

γ̄−1
c̄2
c̄1

1
γ̄−1

]
, Y

4
=

[
1 −1
1

γ̄−1
c̄2
c̄1

1
γ̄−1

]
, (10)

where γ̄ is the adiabatic ratio of dry air at room temperature.
Finally, define τmic

4
= xmic

c̄2
and let p̃mic be the acoustic

pressure oscillations measured by the microphone such that

p̃mic(t)
4
= p̃2(t, xmic) = f2(t− xmic

c̄2
) + g2(t+ xmic

c̄2
)

= f2(t− τmic) +Rdsf2(t− (τd − τmic)). (11)

The block diagram shown in Fig. 2 summarizes the dynamics
of the nonlinear Rijke-tube model, where v is the speaker
pressure and y = p̃mic is the microphone output. The model
parameters used for the rest of the paper are shown in Table
I. These were chosen to match the setup of the Rijke-tube
experiment built in the University of Michigan laboratory
and to match the response of the model to the response of
the experiment. The open-loop responses (v ≡ 0) of the
model and the experiment are displayed in Fig. 3 for 2
different positions of the heating element for comparison,
which shows that the output of the model approximately
matches the response of the actual system.

e−
τu
2 s +

Linear
Map
F

e−τds

e−τus

Rds

Rus

+ 1
ρ̄1 c̄1

+satū1,δū1

a
bs+1+

e−τmics

e−(τd−τmic)sRds

+

v
f1

ũ1

ū1

u1Q

-Q̄

Q̃

f2

y = p̃mic

g1

g2

Fig. 2: Block diagram of the nonlinear Rijke-tube model. The control input
is the speaker pressure v, and the measurement is the microphone output
y = p̃mic.

III. RETROSPECTIVE COST ADAPTIVE CONTROL

Consider the strictly proper input-output discrete-time
(sampled) controller

uk =

lc∑
i=1

Pi,kuk−i +

lc∑
i=1

Qi,kzk−i, (12)
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TABLE I: Model Parameters for Numerical Examples

Parameter Value Units
Rus -0.99 −
Rds -0.99 −
Q̄ 150 W
c̄1 340 m/s
c̄2 360 m/s
ρ̄1 1.2 kg/m3

ū1 0.4 m/s
δū1 5.2 · 10−2 m/s
γ̄ 1.4 −
A 4.6 · 10−3 m2

a 375 −
b 2 · 10−3 −[
xd

xu

] [
0.80

0.4

]
,

[
0.85

0.35

]
,

[
0.9

0.3

] [
m

m

]
xmic xd − 0.1 m

Fig. 3: Open-loop response of the nonlinear Rijke-tube model and the
Rijke-tube experiment at the University of Michigan. The experiment’s
microphone was calibrated to obtain the pressure measurements in pascals
(Pa). The parameters used for the model are shown in Table I. a) and b)
show the results for xd = 0.80 m and xu = 0.40 m, and c) and d) show the
results for xd = 0.90 m and xu = 0.30 m. In all cases, xmic = xd − 0.1
m. a) and b) show the p̃mic versus time plots of the model and experiment
responses. c) and d) show the spectral densities of the model and experiment
responses.

where k ≥ 0 is the controller step, zk ∈ Rlz is the adaptation
variable (controller input), for i = 1, . . . , lc, Pi,k ∈ Rlu×lu
and Qi,k ∈ Rlu×lz are the controller coefficient matrices, lz
is the controller input size, lu is the controller output size,
and lc is the controller-window length. The controller (12)
can be written as uk = φkθk, where

φk
4
= [ uT

k−1 · · · u
T
k−lc

zT
k−1 · · · z

T
k−lc ]⊗ Ilu ∈ Rlu×lθ ,

(13)

θk
4
= vec [P1,k · · · Plc,k Q1,k · · · Qlc,k ] ∈ Rlθ , (14)

lθ = lclu(lu + lz), and θk is the vector of controller
coefficients to be optimized. If zk and uk are scalar signals,
then the controller is the SISO transfer function from zk to
uk given by

Gc,k(q) =
Q1,kq

lc−1 + · · ·+Qlc,k
qlc − P1,kqlc−1 − · · · − Plc,k

, (15)

where q is the time-domain forward-shift operator.

Next, define the retrospective cost variable

ẑk(θ̂)
4
= zk −Gf(q)(uk − φkθ̂), (16)

where ẑk is the retrospective-cost variable and θ̂ ∈ Rlθ is
the controller coefficient vector determined by optimization
below. The rationale underlying (16) is to replace the applied
past control inputs with re-optimized control inputs φkθ̂ [26].

The nz × nu finite-impulse-response filter Gf of window
length nf has the form

Gf(q)
4
=

nf∑
i=1

Niq−i, (17)

where N1, . . . , Nnf
are lz× lu matrices. We can rewrite (16)

as ẑk(θ̂) = zk −N(Ūk − φ̄kθ̂), where

φ̄k
4
=

 φk−1

...
φk−nf

 ∈ Rnf lu×lθ , Ūk
4
=

 uk−1

...
uk−nf

 ∈ Rnf lu , (18)

N
4
= [ N1 · · · Nnf ] ∈ Rlz×nf lu . (19)

All required modeling information is captured by the choice
of N . For SISO systems, this information includes the sign
of the leading numerator coefficient and nonminimum-phase
zeros, if any are present in the sampled-data dynamics [26].
Using ẑk(θ̂) defined by (16), we define the retrospective cost
function

Jk(θ̂)
4
=

k∑
i=0

[ẑT
i (θ̂)ẑi(θ̂) + (φiθ̂)

TRuφiθ̂]

+ (θ̂ − θ0)TP−1
0 (θ̂ − θ0), (20)

where P0 ∈ Rlθ×lθ is positive definite and Ru ∈ Rlu×lu
is positive semidefinite. The following result uses recursive
least squares to minimize (20); the minimizer θ̂min of (20)
is used to update the controller coefficient vector θk, that is,
θk+1

4
= θ̂min.

Proposition: Let P0 and Ru be positive definite. Then, for
all k ≥ 0, the retrospective cost function (20) has the unique
global minimizer θk+1 given by

Pk+1 = Pk − Pk
[
Nφ̄k
φk

]T

γk

[
Nφ̄k
φk

]
Pk, (21)

θk+1 = θk − Pk+1

[
Nφ̄k
φk

]T

R̄

[
zk −N(Ūk − φ̄kθ̂)

φkθk

]
,

(22)

where

γ−1
k

4
= R̄−1 +

[
Nφ̄k
φk

]
Pk

[
Nφ̄k
φk

]T

∈ R(lz+lu)×(lz+lu),

(23)

R̄
4
= diag(Ilz , Ru) ∈ R(lz+lu)×(lz+lu). (24)

For all of the numerical examples and physical tests below,
the controller coefficient vector is initialized as θ0 = 0lθ×1

in order to reflect the absence of additional prior modeling
information. The matrices P0 and Ru have the form P0 =
p0Ilθ and Ru = ruIlu , where p0 and ru are chosen to tune
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the rate of adaptation. Furthermore, for all of the examples
in this paper, lz = lu = 1, and thus all of the controllers are
SISO.

Let ek
4
= rk − yk be the command-following error,

where rk is the sampled command and yk is the sampled
output of the system. The normalized error is defined to
be the adaptation variable to improve controller stability. In
particular,

zk
4
=

ek
1 + ν|ek|

, (25)

where ν is the error-normalization parameter, and can be
fixed to 0.2.

IV. SAMPLED-DATA IMPLEMENTATION OF THE
ADAPTIVE CONTROL LAW

Fig. 4 shows a block diagram of the closed-loop system,
where y is the output of the continous-time system S and r is
the command. The adaptive controller Gc,k operates on the
sampled error ek = rk − yk and produces the discrete-time
control vk. The controller Gc,k and the input vk are updated
at each sampling period Ts > 0. The digital-to-analog (D/A)
and analog-to-digital (A/D) interfaces considered for this
paper are zero-order-hold (ZOH) and sampler, respectively.
For this paper, r ≡ 0, which reflects the desire to suppress
the oscillations in the measured signal, and S represents the
system displayed in Fig. 2 for the numerical examples and
the Rijke-tube experiment for the physical tests.

+ Gc,k ZOH S
vk vTs

Ts

yr rk

yk

-
ek

Fig. 4: Adaptive control of a continuous-time system S.

V. NUMERICAL EXAMPLES USING RIJKE-TUBE MODEL

In this section, the adaptive controller will be used to
stabilize the self-excited response of the Rijke-tube model in
2 different cases, in which the heating element is placed at
2 different positions along the tube by changing the positive
values of xd and xu. Since the length of the tube is 1.2 m
in both the model and the experiment, it follows that, for
all cases, xd + xu = 1.2 m. Furthermore, the microphone
is always placed 0.1 m below the top of the tube, which
implies that xmic = xd − 0.1 m. As mentioned before, the
parameters used for these examples are shown in Table I.
In the numerical examples, S in Fig. 4 is represented by
the nonlinear Rijke-tube model, y = p̃mic, and r ≡ 0.
The performance of the adaptive controller will be compared
against that of the continuous-time, time-delay-integral (TDI)
controller used in [31] and represented by the SISO transfer
function given by

GTDI(s) =
KIe

−τis

s
, (26)

where KI ∈ R and τi is the delay of the controller in seconds.
The block diagram that represents the implementation of this
controller is shown in Fig. 5.

+ GTDI S
v yr

-
e

Fig. 5: Continuous-time time-delay integral (TDI) control of a continuous-
time system S.

It will be shown that, while the performance of the
TDI controller can degrade under different heating element
positions, the adaptive controller is able to adapt and yield
similar stabilization performance in all cases, despite lacking
prior knowledge of the controlled plant.

The controllers are enabled at t = 2.5 s, which is sufficient
time for the oscillatory response of all open-loop models
to fully develop. For all examples, the RCAC controller
parameters are given by lc = 5, p0 = 10−5, ru = 1, ν = 0.2,
and Gf(q) = −1/q, such that nf = 1 and N = N1 = −1.
The sampling period for the adaptive controller is Ts = 0.001
s. The TDI controller parameters are given by KI = 100
and τi = 3.5 · 10−3 s. For all numerical examples, fixed-step
integration is used with step size 10−4 s.

Example V-A: xd = 0.80 m, xu = 0.40 m.

Fig. 6 shows the open-loop and closed-loop responses of
the Rijke-tube model for the TDI and the RCAC controllers
and Fig. 7 shows the controllers’ response and the adaptation
of the controller coefficients of RCAC. Figs. 6 (a)-(c) show
the suppression of the open-loop output oscillations using the
TDI and RCAC controllers. Fig. 6 (d) shows that the adap-
tive controller suppresses the high-magnitude low-frequency
content of the open-loop response. �

Fig. 6: Example V-A: Adaptive stabilization of the nonlinear Rijke-tube
model. a) and b) show the p̃mic versus time plots of the open-loop (blue),
closed-loop with the TDI controller (orange), and closed-loop with the
RCAC controller (yellow) responses for t ∈ [0, 25] s and t ∈ [25, 25.02]
s, respectively. c) shows the ũ1 versus p̃mic plots of the open-loop and
closed-loop responses for t ∈ [25, 25.02] s. d) shows the power spectral
densities of the open-loop and closed-loop responses for t ∈ [30, 50] s.

Example V-B: xd = 0.85 m, xu = 0.35 m.

Fig. 8 shows the open-loop and closed-loop responses of
the Rijke-tube model for the TDI and the RCAC controllers
and Fig. 9 shows the controllers’ response and the adap-
tation of the controller coefficients of RCAC. Figs. 8 (a)-
(c) show an asymptotic output amplitude reduction for the
TDI controller and the suppression of the open-loop output
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Fig. 7: Example V-A: Controller response and adaptation. a) and b) show the
applied control for t ∈ [0, 25] s and t ∈ [25, 25.02] s, respectively, using
the TDI controller (orange), and the RCAC controller (yellow). c) and d)
show the evolution of the adaptive controller numerator and denominator
coefficients, respectively, for t ∈ [0, 25] s.

oscillations using the RCAC controller. Fig. 8 (d) shows that
the adaptive controller suppresses the high-magnitude low-
frequency content of the open-loop response. �

Fig. 8: Example V-B: Adaptive stabilization of the nonlinear Rijke-tube
model. a) and b) show the p̃mic versus time plots of the open-loop (blue),
closed-loop with the TDI controller (orange), and closed-loop with the
RCAC controller (yellow) responses for t ∈ [0, 30] s and t ∈ [30, 30.02]
s, respectively. c) shows the ũ1 versus p̃mic plots of the open-loop and
closed-loop responses for t ∈ [30, 30.02] s. d) shows the power spectral
densities of the open-loop and closed-loop responses for t ∈ [30, 50] s.

Fig. 9: Example V-B: Controller response and adaptation. a) and b) show the
applied control for t ∈ [0, 30] s and t ∈ [30, 30.02] s, respectively, using
the TDI controller (orange), and the RCAC controller (yellow). c) and d)
show the evolution of the adaptive controller numerator and denominator
coefficients, respectively, for t ∈ [0, 30] s.

VI. RIJKE TUBE EXPERIMENTAL SETUP

The setup of the Rijke-tube experiment built at the at
University of Michigan laboratory is shown in Fig. 10. The
heating element is a coil made from 22 gauge nichrome wire
with an electrical resistance of approximately 20 ohms. A
variac is used as a power supply to heat the coil. A lavalier

microphone is placed at the top of the tube and connected
to a preamplifier. The amplified microphone signal is then
measured by the Scalexio digital controller via an Analog-to-
Digital Converter (ADC). The digital controller implements
RCAC and processes the amplified microphone signal to
produce an output signal, which is converted to an analog
signal via a Digital-to-Analog Converter (DAC). This analog
signal is then amplified and used to modulate the speaker.
As mentioned in Sec. II, thermoacoustic oscillations will
be induced by the heat inside the tube if enough power is
provided to the coil.

Microphone
Preamplifier

Digital Controller
with ADC and DAC

Speaker
Amplifier

Power
Supply

Microphone

Heating
Element

Speaker

Fig. 10: Rijke-tube experiment at University of Michigan laboratory.

VII. RIJKE TUBE EXPERIMENTAL RESULTS

The setup of the Rijke-tube experiment for the test is
similar to that of Example V-A, that is, the coil is placed
at approximately 0.40 m from the bottom of the tube and
the power provided by the coil is approximately 180 W.
RCAC is implemented in the digital controller with the same
parameters as in the numerical examples in Sec. V and the
same sampling period of Ts = 0.001 s. Fig. 11 shows the
closed-loop response of the Rijke-tube experiment for the
RCAC controller. Fig. 11 (a) shows the suppression of the
Rijke-tube experiment output oscillations.

Fig. 11: Adaptive stabilization of Rijke-tube Experiment displayed in Fig.
10. The vertical red line indicates the time at which RCAC starts adapting.
a) shows the p̃mic in volts versus time plot of the closed-loop system with
the RCAC controller. b) shows the control applied by the RCAC controller
in volts. c) and d) show the evolution of the adaptive controller numerator
and denominator coefficients, respectively.
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VIII. CONCLUSIONS

This paper presented a 1D nonlinear Rijke-tube model,
which displays self-excited oscillations, and its open-loop
response was compared to that of the Rijke-tube experiment
shown in Fig. 10. It was shown numerically that the oscilla-
tory response of the Rijke-tube model can be suppressed us-
ing adaptive control implemented in a sampled-data feedback
loop. The performance of the adaptive controller was shown
to be consistent in all the studied cases, despite lacking prior
knowledge of the controlled plant, while the performance
of the continuous-time, time-delay-integral controller was
shown to degrade under slight changes in model parameters.
The numerical results were validated by using the adaptive
controller to suppress the oscillatory response of the Rijke-
tube experiment shown in Fig. 10. Future work will apply
the approach of [32] to the Rijke tube experiment, where Gf

is updated online.
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