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Experimental Application of a Quasi-Static Adaptive Controller 
to a Dual Independent Swirl Combustor
Juan A. Paredes, Rahul Ramesh, Mirko Gamba, and Dennis S. Bernstein

Department of Aerospace Engineering, University of Michigan, Ann Arbor, Michigan, USA

ABSTRACT
Thermoacoustic instabilities in gas turbine combustors have multiple 
detrimental effects. Although active control techniques can mitigate 
these instabilities, high-bandwidth actuators are typically needed. The 
present work develops an adaptive feedback-control technique that 
operates with actuators that have low bandwidth relative to the 
dynamics of the combustor. This technique, which is an extension of 
retrospective cost adaptive control (RCAC) that accounts for the actua-
tor bandwidth limitation, is called quasi-static RCAC (QSRCAC). 
QSRCAC uses a Kalman filter to estimate the gradients of the perfor-
mance variables, which are then used as directions of search to deter-
mine the next actuator commands that minimize user-defined 
performance metrics. It is applied to the Dual Independent Swirl 
Combustor (DISCo), a methane/air gas turbine model combustor 
which has multiple dominant instability modes above 250 Hz and 
whose mass flow control inputs operate at a significantly lower band-
width of 5 Hz. Single and multiple objective control scenarios such as 
minimizing thermoacoustic oscillations while maintaining a user- 
defined temperature at the exit of the combustor are studied. 
Experimental results show that QSRCAC minimizes thermoacoustic 
oscillations successfully in all cases. In the multi-objective scenarios, 
when complementary objectives are presented, such as minimizing 
thermoacoustic instabilities and increasing the exit temperature, 
QSRCAC achieves both objectives; when presented with multiple con-
trasting objectives, such as minimizing thermoacoustic instabilities 
and diminishing the exit temperature, QSRCAC minimizes thermoa-
coustic oscillations with higher priority.
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Introduction

Gas turbines are a primary source of power generation in both aircraft and land-based 
systems. In such a multiplex system, power and efficiency is dependent on turbomachinery 
such as the compressor, turbine modules and a combustion device. The combustion 
chamber plays a crucial role in determining the highest temperature reached in the cycle 
(firing temperature), NOx generation, and net power output of a gas turbine engine, 
motivating the present work. While traditional combustor architectures based on diffusion 
combustion, such as rich-quench-lean combustion (Feitelberg and Lacey 1998; Samuelsen  
2006) produce highly stable and flashback-free operation of the combustor, these fail to 
meet evolving emission regulations, especially NOx (Gupta 1997). Since reducing fuel burn 
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and avoiding higher temperatures reduces NOx formation, the industry has adopted lean 
combustion (McDonell 2016). Lean combustion, however, is prone to combustion instabil-
ities. The underlying mechanism responsible for these instabilities involves a combination 
of convective and acoustic dynamics, each supported by and coupled to the dynamics of the 
turbulent flowfield, turbulence-chemistry interactions, and the acoustic properties of the 
combustor (Keller 1995; Lieuwen 2003, 2012; Zinn and Lieuwen 2005). These instabilities 
cause large-amplitude pressure oscillations of the flowfield, which may result in flameout, 
thermal NOx growth, thermal cycling, structural fatigue, and combustion efficiency reduc-
tion, which can negatively impact the performance and structural integrity of the system.

Various methodologies such as passive and active control have been proposed for 
mitigating thermoacoustic oscillations in gas turbine combustors. Passive control techni-
ques seek to prevent or reduce these oscillations by redesigning the hardware of the 
combustor, such as the fuel and air injectors or the combustor geometry, and placing 
acoustic dampers such as acoustic liners and Helmholtz resonators as shown in Gysling 
et al. (1999); Pan et al. (2020); Richards, Straub, and Robey (2003); Sohn and Park (2011); 
Zhao et al. (2009); Zhao, Gutmark, and Reinecke (2019); Zhao and Li (2015). Such 
modifications involve high costs and at best extend the range of operation by a limited 
amount (Dowling and Morgans 2005a). Furthermore, operating point changes for meeting 
load demand and fuel variations may move the operation toward thermoacoustic instabil-
ities. In contrast, active open/closed-loop control techniques use actuators such as fuel/air 
injectors and loudspeakers to dampen the instabilities. Active open-loop control strategies 
do not require feedback from sensors and can be implemented with low-bandwidth 
actuators; these open-loop strategies include periodic fuel injection Hathout, Fleifil, 
Annaswamy and Ghoniem (2002), high-momentum air jet modulation (Uhm and 
Acharya 2005, 2006), radial air injection (Deshmukh and Sharma 2017), and periodic 
acoustic forcing (Guan et al. 2019). However, these do not possess the ability to react to 
significant changes in the combustor dynamics during operation, in contrast to active 
closed-loop control strategies.

Active closed-loop (feedback) control techniques seek to suppress thermoacoustic 
instabilities by modulating actuators using data from sensors, such as pressure and chemi-
luminescence measurements, thereby stabilizing the commanded operating point as it 
changes, as reported in Annaswamy and Ghoniem (2002); Brunton and Noack (2015); 
Dowling and Morgans (2005b); McManus, Poinsot, and Candel (1993); Mongia et al. 
(2003). These closed-loop strategies include phase-shift control (de Andrade, Vazquez, 
and Pagano 2017; Heckl 1988; Zalluhoglu, Kammer, and Olgac 2016), linear – quadratic – 
Gaussian (LQG) control (Chen, Fathy, and O’Connor 2020), adaptive control based on 
dynamic compensation (Wei et al. 2013), and backstepping-based control (Aarabi, Ghadiri- 
Modarres, and Mojiri 2023). Since thermoacoustic oscillations typically occur at high 
frequency (greater than 100 Hz), active feedback controllers require also high bandwidth 
actuators (Yi and Gutmark 2007; Zhao et al. 2018). This requirement can be prohibitive as 
such actuators control relatively small flow rates and cannot operate in harsh environments.

Another approach to low-bandwidth feedback control is operating point control (OPC), 
where sensor data are used to search for an operating point that optimizes a performance 
metric (Docquier and Candel 2002). This approach includes strategies such as equivalence 
ratio modulation, as shown in Ding et al. (2019); Docquier, Lacas, and Candel (2002); 
Richards, Janus, and Robey (1999). As mentioned in Krishnamoorthy and Skogestad 
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(2022), the approach is similar to real-time optimization techniques since, under slow 
actuator modulation, the plant dynamics can be represented as a static map. Henceforth, 
we refer to these techniques as quasi-static control. The present work considers quasi-static 
RCAC (QSRCAC), an extension of retrospective cost adaptive control (RCAC) (Islam et al.  
2021; Rahman, Xie, and Bernstein 2017).

The main contribution of the present work is the development and experimental implemen-
tation of a novel version of QSRCAC. RCAC has been previously implemented for active 
feedback control of thermoacoustic instabilities in a Rijke-tube experiment using high- 
bandwidth actuators (Paredes and Bernstein 2023; Paredes, Islam, and Bernstein 2022). 
QSRCAC constitutes an extension of RCAC that facilitates implementation on systems with low- 
bandwidth actuators. A preliminary version of QSRCAC was considered in Bruce et al. (2020) 
and in our previous work Paredes et al. (2022). The present work constitutes a major expansion 
by replacing the gradient estimation technique in Paredes et al. (2022) with the technique 
featured in Gelbert et al. (2012) with application to a combustion device.

We apply and demonstrate QSRCAC in our Dual Independent Swirl Combustor 
(DISCo), which is a laboratory scale gas turbine model combustor. Our previous work 
Paredes et al. (2022) focused on achieving the single objective of reducing the pressure 
oscillations in DISCo. We now increase the scope of the control problem to include 
a second control objective of achieving a desired net power output. In a typical gas turbine, 
the power output increases (decreases) as firing temperature in the combustion chamber is 
increased (decreased) when all other variables are kept constant. Hence, the present work 
extends the applications of QSRCAC and Paredes et al. (2022) to include a user-defined 
firing temperature as an additional objective that serves as a surrogate for controlling the 
net power output of the device.

The objectives are encoded into nonnegative performance variables, such as minimizing the 
root-mean-square (RMS) of pressure oscillations measured in the combustion chamber and the 
squared difference between a desired and measured temperatures. In combination, this results in 
the mitigation of thermoacoustic oscillations and reaching a user-defined combustor exit (firing) 
temperature goal, respectively. The firing temperature goal chosen to mimic a change in net 
power output could be higher or lower than the value measured at the initial operating point. 
While QSRCAC focuses on two such objectives, neither stoichiometric or lean combustion 
conditions close to the lean blowout limit are explicitly sought in the present work.

A crucial aspect of QSRCAC is the selection of hyperparameters, which determine the 
rate of adaptation, the controller order, and the controller performance, and must be 
selected before actual laboratory tests. While this can be achieved by running several closed- 
loop tests in the combustor and iterating through several combinations of hyperparameters, 
this can be both time consuming and resource intensive. Hence, a mathematical represen-
tation of the combustor response to a given set of input variables is developed empirically 
and later used in closed-loop simulation tests to enable a resource efficient hyperparameter 
selection procedure.

The specific technical contributions of the present work are summarized below:

i) Development of a novel version of QSRAC suitable for application to quasi-static control of 
a laboratory-scale gas turbine model combustor;

ii) Development of a design of experiments (DoE) based offline simulation model of 
a combustor that enables a controller-hyperparameter tuning at a low resource cost;
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iii) Application of QSRCAC to DISCo with multiple objectives, which include minimizing 
thermoacoustic oscillations and maintaining a user-defined firing temperature at the exit of the 
combustor while satisfying input constraints with operation between the lean blowout limit 
and stoichiometric conditions.

The contents of the paper are as follows. Section 2 provides an overview of DISCo. Section 3 
provides an overview of the the QSRCAC algorithm. Section 4 specifies the control problem 
and describes the experimental operating conditions of DISCo for the laboratory experi-
ments. Section 5 presents the DoE based offline simulation model of DISCo and the 
numerical simulations used for QSRCAC hyperparameter selection. Section 6 presents 
the DISCo laboratory experiments performed with QSRCAC using the hyperparameters 
selected in Section 5 and provides a discussion of the results. Finally, Section 7 presents 
conclusions.

Overview of DISCo

This section provides a brief description of DISCo, shown in Figure 1. DISCo is 
a laboratory-scale gas turbine model combustor designed to achieve thermal powers up to 
40 kW using methane/air mixtures at atmospheric conditions while exciting thermoacous-
tic oscillations near 300 Hz. The novel dual swirler in DISCo allows for independent 
manipulation of the mass flow rate through each of the five flow paths labeled in 
Figure 1. The outer swirler (A) and inner swirler (B) are the primary air feeds associated 
with the outer swirler and inner swirler air mass flow rates, _mo; _mi 2 R , respectively. 
Furthermore, there exist secondary air feeds that sidestep the swirl vanes and contain 
only axial components for the inner swirler (C) and outer swirler (D). The fuel (methane) 
is supplied through a single feed (E), delivering a partially premixed mixture into the 
combustion chamber, associated with the fuel mass flow rate _mf 2 R : Manipulation of 

Figure 1. Three-dimensional rendering of DISCo and zoomed-in view of dual swirler flow paths and 
combustion chamber. Red and blue dots represent thermocouples (TC) and pressure sensors (PT). 
All dimensions are in mm.
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these mass flow rates allows the users to independently vary the total air mass flow rate 
_mt ¼

Δ
_mi þ _mo; fuel-air equivalence ratio ϕ ¼Δ _mf= _mtð Þ= _mf= _mtð Þst; where _mf= _mtð Þst is the 

stoichiometric fuel-to-air ratio, outer-to-inner swirler split ratio R ¼Δ _mo= _mi; and the swirl 
number of the inner and outer swirlers. The inner and outer swirl numbers in the base 
design with no axial air injection are Si ¼ 0:75 and So ¼ 1:1, respectively. In its full capacity, 
DISCo can process a maximum air mass flow rate of 12 g/s in each swirler (inner and outer) 
while operating at equivalence ratios (ϕ) between 0.6 and 1.1. Regulation of the mass flow 
rates through each flow path is performed through five independent flow metering systems 
composed of choked orifices positioned downstream of dome pressure regulators con-
trolled by electronic pressure controllers.

The combustor is operated by two control systems namely the main control system 
(MCS) and the secondary adaptive control system (SACS). The MCS acts as a supervisory 
control system that performs operations such as ignition, steady-state operation, shutdown 
and emergency operations, but does not perform any closed-loop stabilization operations. 
In a typical experiment, the MCS steers the combustor to an initial operating point after 
which the control of the mass flow regulators is transferred to the SACS, which implements 
QSRCAC in the DISCo laboratory experiments. The MCS is composed of a custom build 
data acquisition and control system based on National Instruments PCIe-6343 and PCIe- 
6346 multifunction I/O modules, while SACS is composed of a dSpace Scalexio digital 
computer, and digital-to-analog (D/A) and analog-to-digital (A/D) interfaces. Due to their 
distinct functions, the MCS and SACS acquire and process the data from the combustor at 
different rates.

The combustion chamber has a polygonal (octagonal) cross-section, it is 126 mm tall and 
terminates into a constant area exit chimney 127 mm in length. It is instrumented with 
a high intensity microphone (Kulite MIC-190 L) sampled at a frequency of 16 kHz by the 
MCS as shown in Figure 1. Bare wire type B thermocouples of 0.25 mm diameter are used to 
measure the temperature in the chimney of the combustor. A custom built electronic box 
amplifies the thermocouple signal by a factor of 500. The arrangement is calibrated up to 
1000 K with an accuracy of < 2% and the results are extrapolated to higher temperatures. 
These thermocouples are sampled by the MCS at a frequency of 200 Hz and their position in 
the chimney is shown in Figure 1. The firing temperature is then computed as the average of 
the temperatures measured using the three such thermocouples separated by 50 mm. The 
SACS system uses the same pressure and temperature measurements listed above and the 
details of signal acquisition and processing are provided in Subsection 5.2.

A detailed thermoacoustic response of DISCo was presented in Ramesh et al. 
(2021) and Ramesh and Gamba (2022). It was shown that DISCo can excite multiple 
modes (longitudinal or Helmholtz modes) based on ϕ and R for specific fuel and air 
mass flow rates. As an example, Figure 2a shows the pressure fluctuation measured 
by the microphone located in the combustion chamber for the base operating point: 
_mt ¼ 8 g/s, ϕ ¼ 0:85 and R ¼ 1:6. An amplitude spectral density (ASD) plot is then 

constructed by performing a fast Fourier transform (FFT) of the time-resolved 
pressure data; the resulting ASD plot is shown in Figure 2b, which displays two 
sharp peaks at 277 Hz and 553 Hz that can be attributed to the quarter wave mode 
of the inner swirl plenum and the longitudinal mode of the outer swirl plenum, 
respectively.
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The influence of air split ratio (R) on combustion instabilities was studied in Ramesh and 
Gamba (2022) using particle image velocimetry and chemiluminescence imaging. Parametric 
variations in R and ϕ space were performed for _mt ¼ 8 g/s with variations in R 2 ½0:5; 4� and 
ϕ 2 ½0:7; 1� in increments of 0.5 and 0.1 respectively. It was shown that the base operating point 
has a critical value of R that produces a flat compact flame. This results in the amplification of the 
longitudinal acoustic mode as the entire flame has nearly the same convective time scale and 
a high amplitude of pressure fluctuations. However, as R is decreased or increased from the base 
operating condition, the flame structure becomes more distributed and V-shaped. In such 
a flame, the heat release occurs at points with differing convective time scales resulting in the 
suppression of the longitudinal mode observed in the previous case. However, the Helmholtz 
modes of different elements are excited at different split ratios. In such cases, significantly lower 
amplitude pressure fluctuations are observed compared to the flat compact flame.

Overview of quasi-static retrospective cost adaptive control

An overview of the QSRCAC algorithm is presented in this section. Subsection 3.1 presents 
a brief review of RCAC. Subsection 3.2 describes an online gradient estimator based on the 
Kalman filter. Subsection 3.3 expands RCAC presented in Subsection 3.1 to include 
gradient estimates obtained via the technique presented in Subsection 3.2, resulting in 
QSRCAC.

Review of retrospective cost adaptive control

RCAC is described in detail in Rahman, Xie, and Bernstein (2017). In this subsection we 
summarize the main elements of this method. Consider the strictly proper, discrete-time, 
input-output controller 

uk ¼
Xlc

i¼1
Pi;kuc;k� i þ

Xlc

i¼1
Qi;kzk� i; (1) 

where k � 0 is the time step, uk 2 R lu is the controller output and thus the control input, 
uc;k 2 R lu is the constrained control input, zk 2 R lz is the measured performance variable, lc 

is the controller-window length, and, for all i 2 f1; . . . ; lcg; Pi;k 2 R lu�lu and Qi;k 2 R lu�lz 

are the controller coefficient matrices. In particular, uc;k results from applying system 
constraints to uk; as defined in (35) in Subsection 5.2. The controller shown in (1) can be 
written as 

Figure 2. Example of frequency content of DISCo for operation at _mt ¼ 8 g/s, ϕ ¼ 0:85 and R ¼ 1:6: 
(a) pressure fluctuation measured in the combustion chamber, and (b) corresponding ASD.
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uk ¼ ϕkθk; (2) 

where 

ϕk ¼
Δ uT

c;k� 1 � � � uT
c;k� lc zT

k� 1 � � � zT
k� lc

� �
� Ilu 2 R lu�lθ ; (3) 

θk¼
Δ vec P1;k � � � Plc;k Q1;k � � � Qlc;k½ � 2 R lθ ; (4) 

lθ ¼
Δ lcluðlu þ lzÞ; θk is the vector of controller coefficients, which are updated at each time 

step k, and � is the Kronecker product.
Next, define the retrospective cost variable 

ẑkðθ̂Þ ¼
Δ zk � GfðqÞðuk � ϕkθ̂Þ; (5) 

where ẑk is the retrospective-cost variable, Gf is an lz � lu asymptotically stable, strictly 
proper transfer function, q is the forward-shift operator, and θ̂ 2 R lθ is the controller 
coefficient vector determined by optimization below. The rationale underlying (5) is to 
replace the applied past control inputs with the re-optimized control input ϕkθ̂; as men-
tioned in Rahman, Xie, and Bernstein (2017) and Islam et al. (2021).

In the present work, Gf is chosen to be a finite-impulse-response transfer function of 
window length lf of the form 

GfðqÞ ¼
Δ X

lf

i¼1
Ni;kq� i; (6) 

where N1;k; . . . ;Nlf ;k 2 R lz�lu : We can thus rewrite (5) as 

ẑkðθ̂Þ ¼ zk � NkðUc;k � Φkθ̂Þ; (7) 

where 

Φ k¼
Δ

ϕk� 1

..

.

ϕk� lf

2

6
4

3

7
5 2 R lf lu�lθ ;Uc;k¼

Δ
uc;k� 1

..

.

uc;k� lf

2

6
4

3

7
5 2 R lf lu ; (8) 

Nk¼
Δ N1;k � � �Nlf ;k
� �

2 R lz�lf lu : (9) 

In most applications, the filter coefficient matrix Nk is constant and is determined by 
features of the system being controlled, as mentioned in Rahman, Xie, and Bernstein 
(2017). Other applications may require Nk to be constructed and updated online using 
data, as mentioned in Islam et al. (2021). For the present work, Nk is updated online and is 
used to determine a direction based on the estimated gradient of the performance variable 
zk: The algorithm used to determine Nk at each step k is given in the next section.

Using (5), we define the cumulative cost function 

JR;kðθ̂Þ ¼
Δ X

k

i¼0
½ẑT

i ðθ̂Þẑiðθ̂Þ þ ðϕiθ̂Þ
TRuϕiθ̂� þ ðθ̂ � θ0Þ

TP� 1
0 ðθ̂ � θ0Þ; (10) 
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where P0 2 R lθ�lθ is positive definite and Ru 2 R lu�lu is positive semidefinite. The 
following result uses recursive least squares (RLS), as mentioned in Ljung and 
Soderstrom (1983) and Islam and Bernstein (2019), to minimize (10), where, at each 
step k; the minimizer of (10) provides the update θkþ1 of the controller coefficient 
vector θk.

Proposition. Let P0 be positive definite, and Ru be positive semidefinite. Then, for all 
k � 0, unique global minimizer θk of (10) is given by 

Pk ¼ Pk� 1 � Pk� 1
Nk� 1Φk� 1

ϕk� 1

� �T

Γk� 1
Nk� 1Φk� 1

ϕk� 1

� �

Pk� 1; (11) 

θk ¼ θk� 1 � Pk
Nk� 1Φ k� 1

ϕk� 1

� �T
�R zk� 1 � Nk� 1 Uc;k� 1 � Φ k� 1θk� 1

� �

ϕk� 1θk� 1

� �

; (12) 

where 

Γk� 1 ¼
Δ �R � �R Nk� 1Φk� 1

ϕk� 1

� �

P� 1
k� 1 þ

Nk� 1Φk� 1
ϕk� 1

� �T
�R Nk� 1Φk� 1

ϕk� 1

� � !� 1
Nk� 1Φk� 1

ϕk� 1

� �T
�R 

2 R lzþluð Þ� lzþluð Þ; (13) 

�R¼Δ diag Ilz ;Ruð Þ 2 R lzþluð Þ� lzþluð Þ: (14) 

For all of the numerical simulations and physical experiments in this work, θk is initialized 
as θ0 ¼ 0 to reflect the absence of additional prior modeling information. The matrices P0 
and Ru have the form P0 ¼ p0Ilθ and Ru ¼ ruIlu ; where the positive scalar p0 and nonnega-
tive scalar ru determine the rate of adaptation. Hence, the hyperparameters required by 
RCAC are lc; p0; and ru:

Online gradient estimator using a Kalman filter

For all k � 0; let Jk¼
Δ
½ J1;k � � � JlJ;k �

T
2 R lJ be a cost function vector computed from 

system measurements, where, for all i 2 f1; . . . ; lJg; Ji;k � 0 is the ith component of Jk; let 
uc;k be the constrained control input defined in (35) in Subsection 5.2, and let 

ÑJk¼
Δ
½ÑJ1;k � � � ÑJlJ;k �

T
2 R lJ�lu be the gradient of Jk over uc;k; where, for all 

i 2 1; . . . ; lJf g; the transpose of ÑJi;k 2 R lu corresponds to the ith row of ÑJk:

Next, let i 2 1; . . . ; lJf g: Consider the measurement model for Ji;k 

Ji;k ¼ Jb;i þ ÑJT
i;k

uc;k; (15) 

where Jb;i 2 R is a bias variable. Note that (15) is an extension of (17) from Gelbert et al. 
(2012). Furthermore, let ÑĴi;k 2 R lu be an estimate of ÑJi;k; let ̂Jb;i 2 R be an estimate of Jb;i;

let x̂i;k¼
Δ

ÑĴT
i;k Ĵb;i

h iT
2 R luþ1 be an estimate of xi;k¼

Δ
ÑJT

i;k Jb;i
� �T

; and let 

8 J. A. PAREDES ET AL.



Pi;k 2 R luþ1ð Þ� luþ1ð Þ be the covariance of the estimate x̂i;k of xi;k: Then, as indicated by (15) 
and Section 3.1 of Gelbert et al. (2012), the estimate ÑĴi;k can be obtained using a Kalman 
filter (KF) with state and measurement equations given by 

xi;kþ1 ¼ xi;k þ wi;k; (16) 

yi;k ¼
Δ

Ji;k
Ji;k� k1

..

.

Ji;k� klu

2

6
6
6
4

3

7
7
7
5
¼

uT
c;k� 1

1
uT

c;k� 1� k1
1

..

. ..
.

uT
c;k� 1� klu

1

2

6
6
6
6
4

3

7
7
7
7
5

xi;k þ vi;k; (17) 

where yi;k 2 R luþ1 is the measurement vector wi;k; vi;k 2 R luþ1 are Gaussian random vari-
ables, and 0< k1 < . . . < klu are user-chosen indices. Note that lu indices are needed to 
ensure that xi;k is observable, as stated in Section 2.2 of Gelbert et al. (2012). Furthermore, in 
Section 2.2 of Gelbert et al. (2012), indices k1; . . . ; klu are chosen based on the period of 
a perturbation signal added to the input to ensure good conditioning of the observability 
Gramian corresponding to (16), (17) and thus enhance the accuracy of the estimate x̂i;k;

a similar rationale is used in this paper to choose these indices based on the perturbation 
signal introduced in Subsection 3.3.

Hence, it follows from (16), (17) that the estimate ÑĴi;k is given by the recursive 
update of the KF, whose prediction and update equations are given, for 
i 2 f1; . . . ; lJg; by 

x̂i;k ¼ x̂i;k� 1 þ Ki;k� 1 Gi;k� 1 � Hk� 1x̂i;k� 1
� �

; (18) 

Pi;k ¼ ðIluþ1 � Ki;k� 1Hk� 1ÞðPi;k� 1 þ QiÞ; (19) 

ÑĴi;k ¼ Ilu 0lu�1½ �x̂i;k; (20) 

where 

Gi;k� 1 ¼
Δ

Ji;k� 1
Ji;k� 1� k1

..

.

Ji;k� 1� klu

2

6
6
6
4

3

7
7
7
5
2 R luþ1;Hk� 1 ¼

Δ

uT
c;k� 1

1
uT

c;k� 1� k1
1

..

. ..
.

uT
c;k� 1� klu

1

2

6
6
6
6
4

3

7
7
7
7
5
2 R ðluþ1Þ�ðluþ1Þ;

Ki;k� 1 ¼
Δ
½ðPi;k� 1 þ QiÞHT

k� 1
�½Hk� 1ðPi;k� 1 þ QiÞHT

k� 1
þ Ri�

� 1
2 R ðluþ1Þ�ðluþ1Þ;

and Qi;Ri 2 R ðluþ1Þ�ðluþ1Þ are user-chosen constant weighting matrices. The matrices Qi 
and Ri determine the rate of estimation and the susceptibility of the estimate x̂i;k to 
measurement noise. Finally, the estimate ÑĴk is given by 

ÑĴk¼
Δ

ÑĴ1;k � � �ÑĴ lJ;k
� �T

2 R lJ�lu : (21) 
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For all of the numerical simulations and laboratory experiments in the present work, x̂i;k 
is initialized as x̂i;0 ¼ 0: The matrices Pi;0; Qi; and Ri have the form Pi;0 ¼ pi;0Iluþ1;

Qi ¼ qiIluþ1; and Ri ¼ riIluþ1; where the positive scalars pi;0; qi; and ri determine the rate 
of estimation. Hence, the hyperparameters required by the KF are pi;0; qi; and ri; for all 
i 2 f1; . . . ; lJg; and kj for all j 2 f1; . . . ; lug:

Quasi-static RCAC

As shown in Figure 3, QSRCAC includes RCAC described in Subsection 3.1, the KF 
gradient estimator described in Subsection 3.2, a normalization function, and a gradient 
conversion function. For QSRCAC, lJ ¼ lz and lf ¼ lu: QSRCAC operates on the previous 
time step cost-function vector Jk� 1 2 R lz and uc;k� 1 2 R lu to produce the output vector 
~uk 2 R lu : As mentioned in subsection 3.2, for all i 2 f1; . . . ; lzg; Ji;k� 1 > 0: The objective of 
QSRCAC is to minimize the components of Jk by modulating ~uk; that is,

min
~unð Þ
1
n¼0

lim sup
k!1

Xlz

i¼1
Ji;k: (22) 

The performance variable zk� 1 used by RCAC is obtained by normalizing Jk� 1 using 

zk� 1 ¼
Δ
½Ilz þ ν diag Jk� 1ð Þ�

� 1Jk� 1; (23) 

where ν 2 ½0;1Þ:We fix ν ¼ 0:2 throughout the present work. Next, the gradient estimator 
block operates on Jk� 1 and uk� 1 to produce ÑĴk by using the KF-based estimator described 
in Subsection 3.2. The gradient conversion block yields Nk� 1 ¼ N1;k� 1 � � � Nlu;k� 1½ �;

such that, for all i 2 f1; . . . ; lug;

Ni;k� 1 ¼

ÑĴ1;i;k

0lz�ði� 1Þ
..
.

0lz�ðlu� iÞ

ÑĴ lz;i;k

2

6
4

3

7
5; (24) 

where, for all j 2 f1; . . . ; lzg;

Figure 3. QSRCAC block diagram.
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�ÑĴj;i;k¼
Δ ÑĴ j;i;k= k ÑĴ j;k k; k ÑĴj;k k� ε

�ÑĴ j;i;k� 1=ε; otherwise;

(

(25) 

ÑĴj;i;k is the ith component of ÑĴj;k; and ε > 0: Note that Nk converges in the case where 
limk!1ÑĴk ¼ 0; and thus Nk converges when QSRCAC converges to an operating point. 
We fix ε¼ 10� 4 throughout the present work. The RCAC block then uses zk� 1;Nk� 1; and 
uk� 1 to produce uk 2 R lu by using the operations described in Subsection 3.1.

Finally, define ~uk ¼
Δ uk þ Δuk; where Δuk 2 R lu is a perturbation signal, which is defined 

in Subsection 5.2. Note that uc;k� 1 is shown as an input to QSRCAC since the output ~uk may 
be subject to constraints. Hence, u;k� 1 is obtained from ~uk after constraints and a 1-step 
delay is applied. Note that, while Gelbert et al. (2012) uses only ÑĴk; QSRCAC uses Jk� 1 

and ÑĴk:

In numerical simulations and laboratory experiments, the KF and RCAC are enabled and 
disabled in various ways. We consider the following modes of operation of QSRCAC 
starting at step k0 � 0:

i) Mode 1: KF and RCAC are disabled. For all k � k0; θk ¼ θk� 1; Pk ¼ Pk� 1; uk ¼ 0; Δuk ¼ 0;
and, for all i 2 1; . . . ; lzf g; x̂i;k ¼ x̂i;k� 1; Pi;k ¼ Pi;k� 1; and ÑĴi;k ¼ 0:

ii) Mode 2: KF is enabled and RCAC is disabled. For all k � k0; θk ¼ θk� 1; Pk ¼ Pk� 1; uk ¼ 0;
Δuk ¼ HðkÞ; where H : f0; 1; . . .g ! R lu is a nonzero, periodic vector function, and, for all 
i 2 1; . . . ; lzf g; x̂i;k; Pi;k; and ÑĴi;k; are updated by (18), (19) and (20), respectively.

iii) Mode 3: KF and RCAC are enabled. For all k � k0; θk; Pk; and uk are updated by (11), (12), 
and (2), respectively, Δuk ¼ 0; and, for all i 2 1; . . . ; lzf g; x̂i;k; Pi;k; and ÑĴi;k; are updated by 
(18), (19) and (20), respectively.

Note that Δuk is nonzero only in Mode 2, unlike in Gelbert et al. (2012), where the 
perturbation signal is never zero over any period of time. Hence, Δuk is used only to 
initialize the KF and it does not affect the adaptation of RCAC. Furthermore, the rationale 
for choosing k1; . . . ; klu mentioned in Subsection 3.2 is based on H. For the current 
application, H and the values of k1; . . . ; klu are given in Subsection 5.2.

Control objectives and experimental operating conditions

The combustion dynamics presented Section 2 typically have timescales of less than 3 ms. In 
contrast, the response of the mass flow control system to a change in commanded mass flow 
rate is relatively slow due to the slow response of the electronic pressure controller and the 
inertia of the fluid delivery systems, although the sensor update rate of the pressure 
controllers is 25 ms. As an example, the rise time of the mass flow rate in the air feed 
lines to a step command change of 0.5 g/s is 0.2 s as shown in Figure 4. Hence, the present 
work implements QSRCAC, a quasi-static adaptive control technique that operates with 
actuators that have low bandwidth relative to the dynamics of the combustor.

For the QSRCAC tests in the present work, the mass flow rates through the secondary air 
feeds are maintained at zero, that is, the variation of swirl numbers is not considered in the 
present work, and _mf is kept constant after the initial conditions are reached by the MCS. 
Hence, only _mi and _mo are modulated by QSRCAC in the present work. Note that this 
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arrangement simplifies the control problem by diminishing the amount of modulated 
system inputs and allows for the indirect modulation of ϕ and R:

The control objectives considered in the present work are discussed next. Let p0 2 R be 
the measured pressure fluctuations in kPa, p0rms > 0 be the RMS of p0; lrms > 0 be the number 
of samples used to compute the RMS, and let τrms > 0 be the RMS sampling period such that, 
for all t � lrmsτrms;

p0rmsðtÞ ¼
Δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
lrms

Xlrms

κ¼0
p0 t � κ τrmsð Þ½ �

2

v
u
u
t : (26) 

Let T 2 R be the temperature measured at the exit of the combustor in K, and let Tref 2 R 

be the commanded/reference combustor exit temperature in K. As mentioned in Section 1, 
the control objectives of the current work include the mitigation of thermoacoustic oscilla-
tions and reaching a user-defined temperature. Hence, two types of tests of increasing 
complexity are performed in the present work to address these control objectives:

● Two-input, single-output (TISO) test: The controller yields inner swirler and outer 
swirler air mass flow rates, _mi and _mo respectively (two system inputs), to reduce p0rms 
(one measured output).

● Two-input, two-output (TITO) test: The controller yields inner swirler and outer 
swirler air mass flow rates, _mi and _mo respectively (two system inputs), to reduce 
p0rms and reach Tref ; such that ðT � Tref Þ

2 is reduced (two measured outputs).

The single-objective TISO test is used to assess the effectiveness of QSRCAC in reducing the 
amplitude of thermoacoustic instabilities in DISCo. The multi-objective TITO test presents 
a problem of more practical relevance in a power generation unit, that is, reducing the 
amplitude of thermoacoustic instabilities while commanding a change in the combustor 
exit temperature, mimicking a net power variation. It is important to note that no informa-
tion on the flame position and structure of the flame is provided to the controller to satisfy 
the temperature goal. As will be seen later in Section 6.3, this has major implications on the 
results. In both tests, the pressure fluctuation measurements from the pressure sensor in the 
combustor chamber are used to compute p0rms: In the TITO test, the averaged temperature 
obtained from the three thermocouples (shown in Figure 1) at the combustor exit is 
subtracted from the commanded combustor exit temperature to determine the command- 
following error.

Figure 4. Air mass flow rate response of the DISCo pressure regulator to a step command of 0.5 g/s.
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Table 1 shows the operating conditions of DISCo used for both tests. Three 
different values of _mf are used in the TISO and TITO tests. The _mi and _mo ranges 
are derived from actuator constraints and the ϕ range is chosen to prevent flameout. 
As mentioned in Section 1, to allow the controller to focus on these objectives, low 
ϕ values near the lean blowout limit are not sought in the present work. Since _mf is 
kept constant throughout the QSRCAC experiments, the operating ranges of _mi; _mo;

and ϕ impose a convex constraint on _mi and _mo; which is addressed in 
Subsection 5.2.

Numerical simulations for hyperparameter selection

A crucial aspect of QSRCAC is the selection of hyperparameters, which determine the rate 
of adaptation, the controller order, and the controller performance. QSRCAC requires 3 + 3 
lz + lu hyperparameters corresponding to RCAC and KF, as mentioned at the end of 
Subsections 3.1 and 3.2, respectively. Furthermore, the cost function used by QSRCAC 
also requires hyperparameters, as described in Subsection. 5.2. The hyperparameter selec-
tion methodology used in the present work is based on numerical simulations, as shown in 
Figure 5; this methodology was also used in Paredes, Islam, and Bernstein (2022); Paredes 
and Bernstein (2023).

First, laboratory experiments are conducted in an open-loop configuration (no feedback 
control) to obtain pressure fluctuation and temperature measurements from DISCo at 
operating points chosen using a DoE based approach. Then, a fit procedure is applied to 
the pressure and temperature measurements obtained at these operating points to generate 
a simulation model of DISCo. This simulation model is then used in closed-loop (with 
feedback control) numerical simulations to select the hyperparameters of QSRCAC based 
on how well the control objectives described in Section 4 are met. The selected hyperpara-
meters are then used in subsequent physical closed-loop DISCo laboratory experiments in 
Section 6. Note that the simulation model is used only to select hyperparameters for the 
controller, but is otherwise not used or needed for feedback control.

The fit procedure and the DISCo model are described in Subsection 5.1, the sampled data 
implementation and configuration of QSRCAC with the DISCo simulation model is 
described in Subsection 5.2, and the results of the closed-loop numerical simulations are 

Table 1. Range of operating conditions of DISCo consid-
ered in this study.

Parameter Values or range

Fuel mass flow rate _mf (g/s) {0.372, 0.396, 0.419}
Air mass flow rate per swirler _mi; _mo (g/s) [0.75, 9]
Equivalence ratio ϕ [0.6, 1]

Figure 5. Hyperparameter selection methodology. The objective is to select hyperparameters by applying 
the quasi-static adaptive controller to a low-accuracy simulation model of DISCo. The selected hyper-
parameters are then used in physical closed-loop experiments.
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shown in Subsection 5.3. The values of the chosen hyperparameters are summarized in 
Table 4.

DISCo simulation model

The motivation for the development of a DISCo simulation model with a low 
resource cost is explained next. Extended steady state operation of a combustor is 
challenging for multiple reasons, primarily due to the large amount of heat gener-
ated during combustion. For instance, exposing components such as sensors and 
seals to high temperatures for long periods of time diminishes their lifespan. 
However, control algorithms can have a large number of hyperparameters that 
need to be carefully selected to achieve the best performance. This would involve 
running several closed-loop tests in the combustor while iterating through several 
combinations of hyperparameters. This can be both time consuming and resource 
intensive. For this reason, a mathematical representation of the combustor response 
to a given set of input variables is developed in this section. This empirical model 
captures variations in pressure fluctuations that arises due to changes in the com-
bustor input variables described next. Influences of factors such as combustor 
geometry and the turbulent combustion process are not explicitly modeled. The 
resulting DISCo simulation model can be run several times in a computer without 
incurring in high resource costs.

The simulation model is a multi-dimensional curve fit of the response (output) of the 
combustor as a function of design variables (inputs) is constructed using the response 
surface methodology (RSM) approach (DeLoach 2000). For the curve fit in the present 
work, the considered input variables are _mt 2 ½6; 12� g/s, ϕ 2 ½0:6; 1�; and R 2 ½0:1; 10�;
and the response variable is p0rms. A model for the combustor exit temperature is considered 
later in this section. The procedure involves dividing the input variables into evenly spaced 
regions in the sample space and choosing a controlled random sample using Latin hyper-
cube sampling (LHS). The main advantages of LHS is that it produces samples that reflect 
the true underlying distribution and that it tends to require much smaller sample sizes than 
simple random sampling, which is particularly advantageous in high dimensional problems. 
A total of 170 open-loop experiments are conducted on the combustor and p0rms is calculated 
at each point using (26) with τrms ¼ 6:25 � 10� 5 s and lrms ¼ 1=τs to use about 1 s of data 
with a sampling frequency of 16 kHz. A response surface is constructed using the Minitab 
software considering linear, square and two-way interaction terms. The generated surface 
has a R2 of 69% and is given in terms of _mf ; _mi; and _mo by 

p0rmsð _mf ; _mi; _moÞ ¼ � 0:132 _m2
i þ 0:269 _m2

o þ 0:361 _mi _mo � 3:719 _mo _mf � 0:278 _mi
� 2:262 _mo þ 35:6 _mf � 0:08: (27) 

The dimension of (27) can be reduced by assigning _mf a constant value, which allows the 
model to better emulate the closed-loop experiments, in which only _mi and _mo are 
modulated by QSRCAC. While the simulation model represented by (27) is not high- 
fidelity, it is sufficiently accurate for the hyperparameter selection procedure, as is shown by 
the experimental results in Subsection 6.2.
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An overview of the dynamics of the DISCo simulation model is given next. Let 
_msp tð Þ¼Δ _msp;i tð Þ _msp;o tð Þ

� �T
2 R 2 be the specified air mass flow rate vector and the model 

input, where _msp;i; _msp;o 2 R are the specified inner and outer swirl air mass flow rates, 
respectively. The dynamics of the pressure regulators are thus modeled by 

€mðtÞ ¼ � a _mðtÞ þ b _mspðtÞ; (28) 

where _m tð Þ¼Δ _mi tð Þ _mo tð Þ½ �
T
2 R 2 is the air mass flow rate vector, and a; b> 0: Next, let 

F ;G : R 2 ! R be the static maps defined as 

Fð _mÞ ¼Δ � 0:132 _m2
i þ 0:269 _m2

o þ 0:361 � 10� 2 _mi _mo � 0:278 _mi � 3:7496 _mo þ 14:16;
(29) 

Gð _mÞ ¼Δ
1

32
_mi � _moð Þ

2
�

1
32

_mi þ _mo � _mmin þ _mmaxð Þ½ �
2
þ 3; (30) 

where _mmin; _mmax > 0 are the minimum and maximum air mass flow rates allowed per 
swirler, respectively. The function F is obtained by setting _m to a constant value in (27). In 
particular, _mf ;0:4 g/s for all simulation tests, which is close to the value of 0.396 g/s shown 
in Table 1. Note that the output values of F are similar to the RMS of the voltage 
measurements obtained from the pressure sensors. An approximate structure of G is chosen 
by leveraging knowledge from the combustor response. At the maximum and minimum 
values of R, higher combustor exit temperatures are expected due to an elongated and 
distributed region of heat release. The coefficients of G are chosen to fit the voltage 
measurements obtained from the temperature sensors and rounded to integer values. The 
output values of F and G for all _mi; _mo 2 ½1; 9� g/s are shown in Figure 6.

Next, we define the model output yðtÞ ¼Δ p̂0ðtÞ T̂ðtÞ
� �T

; where p̂0ðtÞ 2 R is the normal-
ized pressure fluctuation and T̂ðtÞ > 0 is the normalized combustor exit temperature. The 
values of p̂0ðtÞ and T̂ðtÞ are normalized such that they follow the voltage measurements 

Figure 6. Fð _mÞand Gð _mÞ output values, where _m ¼ _mi _mo½ �
T
2 ½1; 9� � ½1; 9� g/s. For visualization, the 

values corresponding to Fð _mÞ> 8:2 are saturated at 8.2.
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obtained from the pressure and temperature sensors in open-loop experiments. Then, p̂0ðtÞ
and T̂ðtÞ are given by 

p̂0ðtÞ ¼ Fð _mðtÞÞ sin 2πf0tð Þ þ w1ðtÞ; (31) 

T̂ðtÞ ¼ Gð _mðtÞÞ þ w2ðtÞ; (32) 

where f0 > 0; and w1ðtÞ and w2ðtÞ are noise signals. In particular, for all k � 0 and all 
t 2 kτsim; ðkþ 1Þτsim½ Þ; where τsim > 0 is the simulation time step, w1ðtÞ and w2ðtÞ are given 
by w1ðtÞ ¼ ω1;k and w2ðtÞ ¼ ω2;k; where ω1;k is a Gaussian random variable with mean 0 
and standard deviation σ1; and ω2;k is a Gaussian random variable with mean 0 and 
standard deviation σ2:

The block diagram in Figure 7 summarizes these dynamics. Table 2 shows the DISCo 
simulation model parameters, where a and b are chosen to match the response of the 
pressure regulators, the frequency f0 corresponds to a value close to the second highest peak 
shown in Figure 2b, σ1 and σ2 are chosen to match the signal-to-noise ratio of the pressure- 
fluctuation and temperature measurements, and τsim¼ 10� 4 s corresponds to the sampling 
rate of the sensors.

Sampled-data implementation and configuration of QSRCAC for DISCo numerical 
simulations

QSRCAC is implemented as a sampled-data controller to control the response of the DISCo 
simulation model described in Subsection 5.1. Since both the inner and outer swirl mass 
flow rates are modulated, it follows that lu ¼ 2. As mentioned in Section 4, the value of lz 
depends on the test being performed; in particular, lz ¼ 1 for the TISO tests and lz ¼ 2 for 
the TITO tests. Figure 8 shows the block diagram of the sampled-data closed-loop system 
considered for numerical simulations, where u 2 R 2 is the command bias, τrms > 0 is the 

Figure 7. DISCO simulation model block diagram.

Table 2. Parameters of the DISCo simulation model.
Parameter a b f0 σ1 σ2 τsim

Unit - - Hz - - s
Value 110 110 500 0.1 0.05 10� 4
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RMS sampling period given by τrms ¼ τsim¼ 10� 4 s/step, and τs > 0 is the adaptive con-
troller sampling period given by τs ¼ 2000 τsim ¼ 2000 τrms ¼ 0:2 s/step. The command 
bias u encodes the initial _mi and _mo operating point set by the MCS. The D/A and A/D 
interfaces, which are synchronous, are a zero-order-hold (ZOH) and instantaneous sam-
pler, respectively.

Let the requested command ur;k be given by ur;k ¼
Δ

~uk þ u: Then, the constraints dis-
cussed in Section 4 are applied to ur;k to obtain _msp;k; which is given by 

_msp;k¼
Δ

_msp;i;k _msp;o;k
� �T

¼
Δ arg min

v¼Δ vi vo
� �T

2R 2

jjur;k � vjj2; (33) 

subject to 

vi; vo 2 ½ _mmin; _mmax�; vi þ vo 2 ½ _mt;min; _mt;max�;

jvi � _msp;i;k� 1j � Δ _mmax; jvo � _msp;o;k� 1j � Δ _mmax;
(34) 

where _mmin; _mmax > 0 denote the minimum and maximum air mass flow rates per swirler, 
_mt;min; _mt;max > 0 denote the minimum and maximum total air mass flow rates, and 

Δ _mmax > 0 denotes the maximum magnitude mass flow rate change of air per swirler 
between steps. At each adaptive controller step, the gradient projection algorithm shown 
in Section 5.4 in Kelley (1999) is used to solve (33)–(34). Then, the constrained input of the 
QSRCAC block is given by 

uc;k� 1 ¼
Δ

_msp;k� 1 � u: (35) 

For all t 2 ½kτs; ðkþ 1ÞτsÞ; the DISCo simulation model input is given by 

_mspðtÞ ¼ _msp;k: (36) 

The Cost Function Evaluation block computes Jk� 1 from the sensor measurements. Let 
p̂0rms > 0 be the RMS of p̂0 and let lrms be the number of samples used to compute the RMS as 
defined in Section 4, such that, for all t � lrmsτs=2000;

Figure 8. Sampled-data implementation of QSRCAC for DISCo simulation.

COMBUSTION SCIENCE AND TECHNOLOGY 17



p̂0rmsðtÞ ¼
Δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
lrms

Xlrms

κ¼0
p̂0 t � κ

τs

2000

� �h i2

v
u
u
t ; (37) 

Hence, for the TISO tests (lz ¼ 1), 

Jk� 1 ¼ K1p̂0rmsðkτsÞ; (38) 

and, for the TITO tests (lz ¼ 2), 

Jk� 1 ¼
K1 p̂0rmsðkτsÞ

K2 ðT̂ðkτsÞ � T̂refÞ
2

� �

; (39) 

where K1;K2 > 0; and T̂ref > 0 is the normalized temperature reference value that determines 
the commanded combustor-exit temperature in the TITO tests. QSRCAC meets the 
objectives mentioned in Section 4 by minimizing all components of Jk� 1: Note that the 
hyperparameters required by the cost function are lrms;K1; and K2:

Next, the configuration of the numerical simulations is discussed. The chosen simulation 
scenarios emulate experiments in which _mf ;0:4 g/s, _mið0Þ ¼ 3 g/s, _moð0Þ ¼ 5 g/s, and, for 
the TITO case, Tref ¼ 1500 K; the corresponding simulation parameter values are given by 
u ¼ 3 5½ �

T
; and T̂ref ¼ 3:7; which reflects the thermocouple voltage measurement equiva-

lent to approximately 1500 K. Furthermore, the value of τrms is chosen to properly sample 
the pressure oscillations, the value of τs is chosen to approximately match the rise time 
corresponding to the actuator step response, the values of _mmin; _mmax; _mt;min; and _mt;max are 
determined from the constraints in Table 1, and Δ _mmax is determined from experimental 
results to prevent flameout; these parameters are shown in Table 3. Figure 9 shows the 
output values of F , G, and G for all _mi; _mo 2 ½1; 9� g/s and the convex constraints given by 
(34) and Table 3, where Gð _mÞ ¼Δ jGð _mÞ � T̂ref j: For the TISO test, the objective is to reach 
values of _mi and _mo that minimize F within the mass flow rate constraints. For the TITO 
test, the objective is to reach values of _mi and _mo that minimize F and G within the mass 
flow rate constraints. The perturbation signal function H used in Mode 2 of QSRCAC is 
given by

HðkÞ ¼ Trðkþ 2Þ TrðkÞ½ �
T
; (40) 

where Tr : ½0; . . . ;1Þ ! R is the triangular function 

TrðkÞ ¼Δ 4α
β kτs �

β
4

� �
mod β

� �
�

β
2

�
�
�

�
�
� � α; (41) 

where α ¼ 0:25 and β ¼ 1:6 are the amplitude and period in seconds of the triangular 
function, respectively, and mod is the Euclidean modulo operator, as described in Boute 
(1992); the triangular function is used in the present work to provide equally-spaced mass 

Table 3. Constraint enforcement parameters and controller sampling periods for sampled-data imple-
mentation of QSRCAC.

Constraint Enforcement Sampling Periods

Parameter _mmin _mmax _mt;min _mt;max Δ _mmax τrms τs

Unit g/s g/s g/s g/s g/s/step s/step s/step
Value 0.75 9 7 11.3 0.5 10� 4 0.2
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flow rate steps, as shown in Figure 10. Since H has a discrete-time period of β=τs ¼ 8 steps, 
the KF delay indices k1 and k2 introduced in Subsection 3.2 are chosen to be one quarter and 
three quarters of this period, as suggested in Gelbert et al. (2012), such that k1 ¼ 2 and 
k2 ¼ 6; which is shown in Table 4. QSRCAC initially operates in Mode 1, transitions to 
Mode 2 at t ¼ 2 s, and then transitions to Mode 3 at t ¼ 12 s. Hence, the KF is initialized 
near the initial operating point u for 10 s.

Numerical simulation results

Several simulation runs are performed, where the hyperparameters are manually adjusted 
until QSRCAC yields a value of _m such that F is minimized in the TISO test, and F and G
are both minimized in the TITO test. Furthermore, hyperparameters that allow QSRCAC to 
meet these objectives in the least amount of time are favored to diminish the operating 

Table 4. Selected hyperparameters for QSRCAC based on simulation results.
RCAC KF Cost Function

Parameter lc ru p0 p1;0; p2;0 q1; q2 r1; r2 k1 k2 lrms K1 K2

Value 1 0.35 10� 2 10� 3 10� 1 102 2 6 100 2000 5000

Figure 9. F _mð Þ;G _mð Þ; and Gð _mÞ ¼
Δ
jGð _mÞ � T̂refj output values with T̂ref ¼ 3:7 and 

_m ¼ _mi _mo½ �
T
2 ½1; 9� � ½1; 9� g/s. The black, dashed line segments represent the constraints on _mi and 

_mo: for visualization, the values corresponding to Fð _mÞ> 8:2 and Gð _mÞ> 1:2 are saturated at 8.2 and 1.2, 
respectively.

Figure 10. Plot of triangular function TrðkÞ for all k 2 0; 15½ �.
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periods of the combustor, in accordance to the motivation mentioned in Subsection 5.1. 
The effects of hyperparameter perturbations on the controller’s response are discussed in 
Rahman, Xie, and Bernstein (2017) and studied in a Rijke-tube experiment in Paredes and 
Bernstein (2023). The selected hyperparameters are shown in Table 4.

The results of the numerical simulations corresponding to the selected hyperpara-
meters are shown in Figures 11, 12 , 13 , and 14 for the TISO test and in Figures 15, 16 ,  
17 , and 18 for the TITO test. In particular, Figures 11, 14 , 16 and 18 show how the 
filter coefficient matrix Nk changes with the cost function values represented by F and 
G, and Figures 13, 14 , 17 and 18 show how the elements of Nk affect the response of 
QSRCAC and the resulting _msp trajectory. Furthermore, Figures 11 and 15 show that 
QSRCAC yields air mass-flow rates _m that locally minimize F and G in both the TISO 
and the TITO tests in less than 50 s. Hence, the hyperparameters used in these 
numerical simulations are used in the laboratory experiments in Section 6.

Figure 11. TISO test: Evolution of _m during the closed-loop numerical simulation for t 2 ½0; 30� s. The 
output values of Fð _mÞ for all _m ¼ _mi _mo½ �

T
2 ½1; 9� � ½1; 9� g/s are shown in the background. The black, 

dashed line segments represent the constraints on _mi and _mo:

Figure 12. TISO test: Fð _mÞ versus time for the closed-loop numerical simulation. The transitions from 
Mode 1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the dashed, vertical, red and green lines, 
respectively.
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DISCo laboratory experiments

The DISCo laboratory experiments performed with QSRCAC using the hyperparameters 
selected in Section 5 are presented in this section. Subsection 6.1 describes the implementa-
tion and configuration of QSRCAC with the DISCo facility for experimental tests. 
Subsection 6.2 presents experimental results. Subsection 6.3 presents a discussion of the 
results presented in Subsection 6.2.

Sampled-data implementation and configuration of QSRCAC for DISCo laboratory 
experiments

Figure 19 shows the block diagram of the sampled-data, closed-loop system considered for 
DISCo laboratory experiments. The implementation is similar to the one described in 
Subsection 5.2 and shown in Figure 8. The main difference is the output of the Digital 
Computer block, which is the analog voltage signal vector V 2 R lu used to modulate the 

Figure 13. TISO test: _msp versus time for the closed-loop numerical simulation. The transitions from Mode 
1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the dashed, vertical, red and yellow lines, 
respectively.

Figure 14. TISO test: Nonzero elements of filter coefficient matrix N, as defined in (24), versus time for the 
closed-loop numerical simulation. All shown elements are associated with F : Note that ÑĴ1;1 is 
associated with _msp;i , and ÑĴ1;2 is associated with _msp;o. The transitions from Mode 1 to Mode 2 and 
from Mode 2 to Mode 3 are indicated by the dashed, vertical, red and yellow lines, respectively.
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Figure 15. TITO test: Evolution of _m during the closed-loop numerical simulation for t 2 ½0; 50� s. The 
output values of Fð _mÞ and Gð _mÞ with T̂ref ¼ 3:7 and for all _m ¼ _mi _mo½ �

T
2 ½1; 9� � ½1; 9� g/s are 

shown in the background. The black, dashed line segments represent the constraints on _mi and _mo.

Figure 16. TITO test: Fð _mÞ and Gð _mÞ versus time for the closed-loop numerical simulation. The 
transitions from Mode 1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the dashed, vertical, 
red and green lines, respectively. In Gð _mÞ plot, the value of T̂ref is indicated by the dashed, horizontal 
black line.

Figure 17. TITO test: _msp versus time for the closed-loop numerical simulation. The transitions from Mode 
1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the dashed, vertical, red and yellow lines, 
respectively.
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Electronic Pressure Controllers, such that in steady state f ðVÞ ¼ _m; where f : R lu ! R lu is 
an invertible function that can be determined by calibration. Then, for all 
t 2 ½kτs; ðkþ 1ÞτsÞ; VðtÞ ¼ Vk; where Vk 2 R lu is given by

Vk ¼ f � 1ð _msp;kÞ: (42) 

The QSRCAC, Constraint Enforcement, and Cost Function Evaluation blocks are imple-
mented in the same manner as in the numerical examples in Section 5. Furthermore, the 
parameters and hyperparameters for the laboratory experiments are identical to the ones 
shown in Tables 3 and 4, and the perturbation signal function H used in Mode 2 of 
QSRCAC is given by (40). The controller initially operates in Mode 1. Once the initial 
conditions are reached by the MCS and control is given to the SACS, the controller 
transitions to Mode 2. Finally, after 10 s, the controller transitions to Mode 3. Hence, the 
KF is initialized around the initial operating point for 10 s, as in the numerical simulations.

Table 5 summarizes the initial conditions for all test cases considered for the 
TISO and TITO experiments. All initial conditions are chosen to be perturbations of 
a point of maximum instability, which is the combination of _mt;ϕ;R that yields the 
highest p0rms value and corresponds to _mt ¼ 8 g/s, ϕ ¼ 0:85 and R ¼ 1:6 as deter-
mined by the open-loop experiments discussed in Subsection 5.1. For all test cases, 

Figure 18. TITO test: Nonzero elements of filter coefficient matrix N, as defined in (24), versus time for the 
closed-loop numerical simulation. a) shows the elements associated with F and b) shows the elements 
associated with G: note that ÑĴ1;1 and ÑĴ2;1 are associated with _msp;i , and ÑĴ1;2 and ÑĴ2;2 are associated 
with _msp;o: the transitions from Mode 1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the 
dashed, vertical, red and yellow lines, respectively.

Figure 19. Hardware interconnection of QSRCAC with DISCo.

COMBUSTION SCIENCE AND TECHNOLOGY 23



Ta
bl

e 
5.

 In
iti

al
 c

on
di

tio
ns

 a
nd

 fi
na

l v
al

ue
s 

fo
r 

D
IS

Co
 la

bo
ra

to
ry

 e
xp

er
im

en
ts

.

In
iti

al
 C

on
di

tio
ns

Fi
na

l V
al

ue
s

_ m
ið

0Þ
_ m

o
ð0
Þ

_ m
f

ϕð
0Þ

Rð
0Þ

T r
ef

p0 rm
sð

0Þ
T e

rr
ð0
Þ

(K
)

_ m
ið

t e
nd
Þ

_ m
o
ðt

en
d
Þ

ϕð
t e

nd
Þ

Rð
t e

nd
Þ

p0 rm
sð

t e
nd
Þ

T e
rr
ðt

en
d
Þ

U
ni

t
g/

s
g/

s
g/

s
–

–
K

kP
a

K
g/

s
g/

s
–

–
kP

a
K

TI
SO

Ca
se

 1
3.

07
7

4.
92

3
0.

39
6

0.
85

1.
6

N
/A

0.
46

6
N

/A
8.

94
8

1.
58

7
0.

65
0.

18
0.

09
4

N
/A

Ca
se

 2
0.

41
9

0.
9

0.
53

0
0.

75
5

6.
54

8
0.

99
8.

67
0.

06
7

Ca
se

 3
0.

37
2

0.
8

0.
54

2
5.

74
2

0.
75

5
0.

98
0.

13
0.

22
5

Ca
se

 4
4

4
0.

39
6

0.
85

1
N

/A
0.

51
8

N
/A

8.
94

8
1.

50
0

0.
65

0.
17

0.
11

2

TI
TO

Ca
se

 1
3.

07
7

4.
92

3
0.

39
6

0.
85

1.
6

12
00

0.
48

8
29

1.
72

7.
59

8
3.

45
2

0.
62

0.
45

0.
07

5
14

9.
04

Ca
se

 2
10

50
0.

46
5

38
2.

56
7.

53
9

3.
46

5
0.

62
0.

46
0.

10
2

30
0.

83

Ca
se

 3
15

00
0.

48
8

14
6.

62
0.

75
5

6.
12

9
0.

99
8.

12
0.

07
9

33
.5

4

Ca
se

 4
0.

44
4

14
2.

67
5.

95
9

0.
94

8
0.

99
0.

16
0.

18
3

73
.8

2

24 J. A. PAREDES ET AL.



_mtð0Þ ¼ _mið0Þ þ _moð0Þ ¼ 8 g/s to diminish the dimension of the choice for initial 
conditions. The initial conditions are explained as follows:

● TISO: Initial conditions are chosen by making minor changes in the ϕð0Þ and Rð0Þ
relative to a point of maximum instability to assess the susceptibility of the response of 
the controller to perturbations.
○ Case 1: Point of maximum instability, replicates the TISO simulation test case.
○ Case 2: Leaner initial condition (decrease in ϕð0Þ).
○ Case 3: Richer initial condition (increase in ϕð0Þ).
○ Case 4: Same _mið0Þ and _moð0Þ values (decrease in Rð0Þ).

● TITO: In all of these test cases, a point of maximum instability is chosen as an initial 
condition and different Tref values are chosen.
○ Case 1: Tref lower than Tð0Þ:
○ Case 2: Tref much lower than Tð0Þ:
○ Case 3: Tref higher than Tð0Þ; replicates the TITO simulation test case.
○ Case 4: Same initial conditions as Case 3, QSRCAC reaches different _mi and _mo final 

values.

Experimental results

This subsection presents the results from the laboratory experiments described in 
Subsection 6.1. While their equivalent normalized versions p̂0; T̂; T̂ref ; and p̂0rms are used 
by the controller, p0;T;Tref ; and p0rms as defined in Section 4 are used in this subsection to 
assess the performance of QSRCAC in a physically significant manner. Furthermore, let tend 

be the time at which the experiment of a test case ends, Terr tð Þ¼Δ T tð Þ � Trefj j for all 
t 2 ½0; tend�; p0rms;max¼

Δ maxt2 0;tend½ �p0rms tð Þ; and Terr;max¼
Δ maxt2 0;tend½ �Terr tð Þ:

The results of the laboratory experiments are summarized in Table 5 and shown in 
Figures 20, 21 , and 22 for the TISO tests, and in Figures 23, 24 , 25 , and 26 for the TITO 
tests. In particular, these results show that QSRCAC yields a reduction in p0rms in all TISO 
test cases and yields a reduction in p0rms and Terr in all TITO test cases, although in certain 
TITO test cases the reduction in Terr is not as significant as the reduction in p0rms: This is 
further discussed in Subsection 6.3.

Discussion

The results from the single objective TISO experimental test cases are discussed first. As it 
was mentioned in Section 2, there is a critical value of R for a specific ϕ which leads to 
a highly compact and unstable flame. In the context of the TISO control problem, any major 
deviation from this critical value will lead to a broadening of the heat release region, thus 
creating a time and space lag between different heat release points in the combustion 
chamber and a reduction in p0rms. Although QSRCAC converges to different values of 
_mðtendÞ in each test case, all tests result in a reduction in p0rms: In Case 1, in which the initial 

conditions correspond to a point of maximum instability and replicate those of the TISO 
simulation test, QSRCAC yields a lean final operating point by reducing ϕ while reducing R;
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Figure 21. TISO tests: p0rms versus time for each closed-loop laboratory experiment case for t 2 ½0; tend� s. 
The transitions from Mode 1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the dashed, vertical, 
red and green lines, respectively.

Figure 20. TISO tests: Evolution of _m during each closed-loop laboratory experiment case for t 2 ½0; tend� s. 
The p0rms values measured at each _m point along the trajectory are also displayed. The black, dashed line 
segments represent the constraints on _mi and _mo.

Figure 22. TISO tests: ASD of the combustor pressure measurements at t ¼ 0 s and t ¼ tend s for each 
closed-loop laboratory experiment case.
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while the final operating point of this experimental test is different from the final operating 
point obtained in its simulation test counterpart, the reduction of p0rms obtained in the 
experimental test is still significant. The initial conditions of Cases 2 and 3 constitute 
perturbations in ϕð0Þ while maintaining the same Rð0Þ relative to the initial conditions of 
Case 1. In Case 2, in which the initial conditions were chosen to be leaner than those of 
Case 1 (lower ϕð0Þ), QSRCAC yields a final operating point with higher ϕ while increasing 
R: In Case 3, in which the initial conditions were chosen to be at higher ϕð0Þ (but still lean) 

Figure 23. TITO Tests: Evolution of _m during each closed-loop laboratory experiment case for t 2 ½0; tend� s. 
The p0rms and the Terr values measured at each _m point along the trajectory are also displayed. The black, 
dashed line segments represent the constraints on _mi and _mo.

Figure 24. TITO Test: Magnified version of the case 3 plots in Figure 23.
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than those of Case 1, QSRCAC yields a final operating point at higher ϕ while decreasing R. 
Although the final operating point of this test case yields the least reduction in p0rms out of all 
cases, it is still a valid solution to the TISO control objective. Unlike Cases 2 and 3, the initial 
condition of Case 4 constitutes a perturbation in Rð0Þ while maintaining the same ϕð0Þ
relative to the initial conditions of Case 1. In Case 4, in which the initial conditions were 
chosen to yield a lower Rð0Þ than Case 1, QSRCAC yields a lean final operating point by 
reducing ϕ while reducing R; similarly to what occurred in Case 1.

The results from the TITO experimental test cases are discussed next. In the 
context of the TITO control problem, an increase (decrease) in the combustor exit 
temperature can be obtained by: a) increasing (decreasing) the equivalence ratio 
implying a change in _mt since _mf is a constant; b) changing the position and 
compactness of heat release region by altering R; c) both a) and b). Near the limits 
of R, the time and space lag between different heat release points in the chamber is 
increased to the maximum and the objective of decreased p0rms is achieved similar to 
a TISO test. In such a operating condition, the flame is elongated and has a broad 

Figure 25. TITO Tests: p0rms versus time and T versus time for each closed-loop laboratory experiment case 
for t 2 ½0; tend� s. The transitions from Mode 1 to Mode 2 and from Mode 2 to Mode 3 are indicated by the 
dashed, vertical, red and green lines, respectively. In the plot of T; the value of Tref is indicated by the 
dashed, horizontal, black line.

Figure 26. TITO Tests: ASD of the combustor pressure measurements at t ¼ 0 s and t ¼ tend s for each 
closed-loop laboratory experiment case.
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region of heat release leading to an increase in the firing temperature. Thus, 
a commanded increase in temperature can be considered a complimentary objective 
to the objective of decreasing p0rms. Similarly, when a decrease in firing temperature is 
commanded, a compromise between the two objectives is expected. Thus, 
a commanded decrease in combustor exit temperature can be considered as 
a contrasting objective to the objective of decreasing p0rms.

The initial conditions for all the four TITO cases are the same as those of Case 1 of the 
TISO cases and thus correspond to a point of maximum instability; the temperature goals 
are modified in each test to determine the response of QSRCAC under contrasting and 
complementary objectives. Cases 1 and 2 present two contrasting objectives which entail 
decreasing the p0rms and decreasing the combustor exit temperature. As shown by the results 
of Cases 1 and 2 in Figure 25, QSRCAC minimizes p0rms with higher priority and yields 
a distributed flame which limits the reduction of exit temperature. Note that, even though 
Case 2 features a lower temperature goal than Case 1, QSRCAC reaches a similar operating 
point at the mass flow rate constraint limit in both cases. Hence, QSRCAC favors the 
reduction of p0rms and attempts to reduce Terr until a limit is reached, thus achieving 
a compromise between its two contrasting objectives. Cases 3 and 4 present two comple-
mentary objectives which entail decreasing the p0rms and increasing the combustor exit 
temperature. While both cases have the same temperature goal, QSRCAC yields 
a different operating point in each case; QSRCAC reaches the same equivalence ratio 
(ϕðtendÞ ¼ 0:99) and opposite split ratios (R ¼ 8:12 in Case 3 and R ¼ 0:16 in Case 4) in 
these tests, thus achieving a distributed flame in both cases and meeting the goals 
satisfactorily.

Figures 22 and 26 show the ASD of the combustor pressure measurements at the 
beginning and the end of each of the TISO and TITO test cases, respectively. At the 
beginning of each test case, there exist frequency peaks in the range of 270 Hz and 540  
Hz. In Cases 1,2 and 4 of the TISO tests and in Cases 1, 2 and 3 of the TITO cases, the 
significant peaks in the ASD plots at the beginning of each test are eliminated by the end of 
each experiment, leading to a broadband noise in the ASD and a significant reduction in the 
p0rms. However, in Case 3 of the TISO tests and Case 4 of the TITO tests, minor changes in 
the frequency spectrum between the beginning and the end of the experiment are observed, 
which corresponds to the lower reduction in p0rms obtained by the final operating points in 
both cases, which are very similar. Furthermore, note that both Case 2 from the TISO tests 
and Case 3 from the TITO tests feature a frequency peak in the range of 70 Hz at the end of 
each experiment which is not associated with the acoustic modes of the combustor elements 
explored in our previous work Ramesh et al. (2021) and Ramesh and Gamba (2022). In both 
of these cases, QSRCAC reaches the highest values of ϕ and R allowed by the constraints, 
which leads to the formation of multiple local hotspots with varying convective delay times 
in the combustion zone. This in turn causes self-excitation at frequencies that are not 
correlated to either the longitudinal or Helmholtz mode of the plenums as concluded by 
Prieur et al. (2017). Experimental DISCo tests not shown in this work reveal that this lower 
frequency peak shifts slightly in frequency as R is varied near its highest value at the ϕ ¼ 1 
constraint corresponding to _mt;min, while the frequency peaks associated with the plenums 
Helmholtz modes are more prominent and shift slightly in frequency as R is varied near its 
highest value at the ϕ ¼ 0:6 constraint corresponding to _mt;max:
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In this work, the control problem does not impose that combustor operation to occur at 
the leanest possible case, but rather, any operating condition with ϕ< 1 that results in 
operation with a lower pressure fluctuation than the initial operating state is acceptable. In 
particular, there exist multiple lean and stoichiometric operating points that minimize p0rms 
under similar initial conditions, as shown by the results in Subsection 6.2. Hence, reaching 
either leaner or stoichiometric operating point is acceptable in the present work and 
QSRCAC is not guaranteed to reach a global minimum. Additionally, since no information 
on the flame position and structure of the flame is provided to the controller to satisfy the 
objectives, the controller guides the combustor to operating points in which a single swirler 
is dominant, which is uncommon in gas turbine operation.

Cases 3 and 4 from the TITO tests show that similar initial conditions can yield different 
trajectories or final operating points. This is due to the susceptibility to measurement noise 
of QSRCAC given the chosen hyperparameters. In a highly unsteady environment like 
a combustor, the operating point trajectory followed by the controller may be influenced by 
the local state (i.e., p0rms) and the integrated effect of the unsteadiness along the trajectory 
followed by the controller. Figure 27 illustrates this by showing that QSRCAC can yield 
different trajectories under the same initial conditions and increased noise standard devia-
tion (10 times greater than the value shown in Table 2). While a different set of hyperpara-
meters may be chosen to decrease susceptibility to measurement noise, this can also 
decrease the rate of adaptation and estimation of RCAC and the KF, respectively, thus 
increasing the required operation time of the combustor. Hence, a tradeoff between 
susceptibility to measurement noise and speed of operation must be chosen when using 
QSRCAC.

Conclusions

This work developed the following:

● QSRCAC, a quasi-static adaptive controller, for minimizing thermoacoustic oscilla-
tions and maintaining a user-defined temperature at the exit of the combustor in 

Figure 27. Evolution of _m during the closed-loop TISO numerical simulations for t 2 ½0; tend� s, in which 
_mi 0ð Þ ¼ 4:5 g/s, _mo 0ð Þ ¼ 4:2 g/s, and the p̂0 measurement is corrupted by the noise signal w1; as shown 

in (32), with standard deviation σ1 ¼ 1: each of the plots displays the results under different sequences of 
w1: the output values of Fð _mÞ for all _m ¼ _mi _mo½ �

T
2 ½1; 9� � ½1; 9� g/s are shown in the background.
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a laboratory-scale model combustor in the case where the actuators have low band-
width relative to the dynamics of the combustor.

● An empirical DOE-based simulation model of the combustor to enable a low-resource 
hyperparameter selection process, in which the QSRCAC hyperparameters were 
manually adjusted over several closed-loop simulation runs to determine hyperpara-
meter values that reduce the RMS of the thermoacoustic oscillations and the error 
between the exit combustor temperature and a reference value.

The selected hyperparameters obtained from closed-loop simulations using the DOE-based 
model were then used by QSRCAC in laboratory experiments with a gas turbine model 
combustor. The results of the laboratory experiments were as follows:

● A decrease in thermoacoustic oscillations and temperature error was observed in all 
studied cases.

● In the TITO cases, when complementary objectives were presented, such as minimiz-
ing thermoacoustic instabilities and increasing the exit temperature, QSRCAC 
achieved both objectives.

● In the TITO cases, when presented with multiple contrasting objectives, such as 
minimizing thermoacoustic instabilities and diminishing the exit temperature, 
QSRCAC minimized thermoacoustic oscillations with higher priority.
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