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ABSTRACT Self-excited systems (SES) arise in numerous applications, such as fluid-structure interaction,
combustion, and biochemical systems. In support of system identification and digital control of SES, this
paper analyzes discrete-time Lur’e systems with affinely constrained, piecewise-C! feedback nonlinearities.
In particular, a novel feature of the discrete-time Lur’e system considered in this paper is the structural
assumption that the linear dynamics possess a zero at 1. This assumption ensures that the Lur’e system have
a unique equilibrium for each constant, exogenous input and prevents the system from having an additional
equilibrium with a nontrivial domain of attraction. The main result provides sufficient conditions under
which a discrete-time Lur’e system is self-excited in the sense that its response is 1) nonconvergent for
almost all initial conditions, and 2) bounded for all initial conditions. Sufficient conditions for 1) include
the instability and nonsingularity of the linearized, closed-loop dynamics at the unique equilibrium and
their nonsingularity almost everywhere. Sufficient conditions for 2) include asymptotic stability of the linear
dynamics of the Lur’e system and their feedback interconnection with linear mappings that correspond to the
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affine constraints that bound the nonlinearity, as well as the feasibility of a linear matrix inequality.

INDEX TERMS Discrete-time, Lur’e system, nonlinear feedback, self-excitation, self-oscillation.

L. INTRODUCTION

Self-excited systems (SES) have the property that constant
inputs lead to oscillatory outputs [1]. The diversity of ap-
plications in which SES arise is vast, and encompasses
fluid-structure interaction [2], thermoacoustic oscillations [3],
and chemical and biochemical systems [4]. Not surprisingly,
extensive effort has been devoted to modeling and controlling
SES [5], [6]. SES are also used for controller tuning; for PID
control, a relay inserted inside a servo loop induces limit-
cycle oscillations, which are used to identify the crossover
frequency [7].

Control of SES requires analytical and empirical models;
the present paper is motivated by the latter need. System
identification for SES based on continuous-time Lur’e models
is considered in [8]. Alternatively, for sampled-data control,
system identification for SES based on discrete-time Lur’e

models is considered in [9]. In support of discrete-time system
identification and sampled-data control of SES, the present
paper focuses on discrete-time Lur’e models of SES.

A Lur’e system consists of linear dynamics with memory-
less nonlinear feedback. The stability of Lur’e systems is a
classical problem, expressed by the Aizerman conjecture for
sector-bounded nonlinearities [10], [11], [12]. Although the
Aizerman conjecture is false, the stability of Lur’e systems
has been widely studied in both continuous time [13], [14],
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
[26], [27] and discrete time [28], [29], [30], [31], [32], [33],
[34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44],
[45], [46].

In contrast to stable behavior, many SES are modeled
by Lur’e systems that have unstable equilibria and bounded
response. A classical example is the Rijke tube, in which
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TABLE 1. Lur'e system literature.

Asymptotically Bounded and
Stable Nonconvergent
CT [13]-[17] [18]-[27]
DT [28]-[42] [43]-[46]

acoustic waves interact through feedback with the flame
dynamics to produce thermoacoustic oscillations [3]. Self-
excited oscillations in continuous-time Lur’e systems have
been studied in [19], [20], [21], [23], [24], [26], [27]. In par-
ticular, using the bounded real lemma, continuous-time Lur’e
systems with superlinear feedback and minimum-phase linear
dynamics with relative degree 1 or 2 are shown in [24] to
possess bounded solutions. Related results are given in [26]
based on dissipativity theory as well as in [27] using Lyapunov
methods.

In contrast to [19], [20], [21], [23], [24], [26], [27], the
present paper focuses on discrete-time, self-excited Lur’e
systems, with the property that, for all constant inputs, the
response is 1) nonconvergent for almost all initial conditions,
and 2) bounded for all initial conditions. In this work, 1) is
equivalent to stating that the set of initial conditions for which
the state trajectory is convergent has measure zero; intuitively,
this implies that the probability of randomly selecting an
initial state for which the state trajectory is convergent is
zero. The main contribution of the present paper is sufficient
conditions for this behavior for a specific class of nonlinear
feedback functions. The analogous property for continuous-
time Lur’e systems is not addressed in the literature.

Itis important to stress the distinctions between continuous-
time and discrete-time Lur’e systems that exhibit self-excited
behavior. In particular, since superlinear feedback has un-
bounded gain, the linear dynamics of a continuous-time Lur’e
system must be high-gain stable. From a root locus perspec-
tive, this means that the linear dynamics must be minimum
phase, the relative degree cannot exceed 2, and, when the
relative degree is 2, the root locus center must lie in the
open left half plane. These assumptions, which are invoked
in [24] for continuous-time dynamics, do not imply high-gain
stability for discrete-time systems with strictly proper lin-
ear dynamics. As discussed in [35], bounded response of a
discrete-time Lur’e system with superlinear feedback requires
positive-real, and thus relative-degree-zero, linear dynamics.
Superlinear feedback is thus incompatible with discrete-time
Lur’e systems.

Table 1 categorizes some of the literature on continuous-
time (CT) and discrete-time (DT) Lur’e systems in terms of
asymptotically stable response and bounded, nonconvergent
response. The most relevant among these works to the present
paper are [43], [44], [45], [46] on discrete-time Lur’e systems
that have bounded, nonconvergent response. In particular,
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e Reference [43] extends the frequency-domain results
of [19] to discrete-time Lur’e systems with a sector-
bounded nonlinearity and provides sufficient conditions
under which the Lur’e system yields a self-excited re-
sponse. Note that it follows from (5) of [43] that bounded
nonlinearities, such as saturation functions, do not meet
the assumptions for the existence of a self-excited re-
sponse.

e Reference [44] uses a graphical tool based on Hopf bi-
furcation analysis, the harmonic balance method, and
the Nyquist stability criterion to determine self-excited
responses arising from discrete-time Lur’e systems with
a smooth nonlinearity.

e Reference [45] considers a discrete-time Lur’e system
with a washout filter, a time delay, and a saturation non-
linearity, and uses frequency-domain results to provide
sufficient conditions for the existence of a nonconstant
periodic response.

e Reference [46] considers a discrete-time Lur’e system
and uses frequency-domain results to provide sufficient
conditions for the existence of a slope-restricted non-
linearity under which a nonconstant periodic response
with a specific frequency exists. As stated in Remark
2 of [46], the robustness of the periodic response to
initial-condition variations is not guaranteed. Hence, un-
der these assumptions, the set of initial conditions that
do not give rise to the periodic response may not have
measure zero.

None of these works, however, provide sufficient conditions
under which a discrete-time Lur’e system is self-excited in the
sense of the present paper, as discussed later in this section.

In order to address the special features of self-excited
discrete-time Lur’e systems, the main contribution of the
present paper is to prove that a class of discrete-time Lur’e
systems with affinely constrained feedback are self-excited in
the sense that 1) the set of initial conditions for which the state
trajectory is convergent has measure zero, and 2) all trajecto-
ries are bounded. Although an affinely constrained function
need not be bounded or even sector-bounded, it must have
linear growth, thus ruling out superlinear nonlinearities, as
necessitated by the fact that discrete-time strictly proper linear
systems are not high-gain stable. By bounding the slope of the
linear growth of the feedback nonlinearity, the linear-growth
assumption enables self-oscillating discrete-time Lur’e sys-
tems with unbounded feedback nonlinearities. As a benefit
of this setting, the linear discrete-time dynamics of the Lur’e
system need not be minimum phase, which is assumed in [24]
for continuous-time systems. Note that the affine constraint
of the feedback nonlinearities is applied only to values cor-
responding to the domain outside of a neighborhood of the
origin.

An additional novel feature of the discrete-time Lur’e sys-
tem considered in this paper is the structural assumption that
the linear dynamics possess a zero at 1. This assumption,
which places a washout filter in the loop, blocks the DC
component arising from the constant exogenous input to the

215



PAREDES ET AL.: SELF-EXCITED DYNAMICS OF DISCRETE-TIME LUR’E SYSTEMS

system and ensures that the nonlinear closed-loop system has
a unique equilibrium for each constant, exogenous input. Most
importantly, this property prevents the Lur’e system from
having an additional equilibrium with a nontrivial domain of
attraction. Furthermore, by blocking the DC component of the
signal, the washout filter tends to center the output around
zero, thus taking advantage of the destabilizing property of
the derivative of the nonlinearity at zero, as expressed by the
spectral radius assumption in the statement of Theorem 3.6.

One of the main contributions of the present paper is The-
orem 3.6, which provides sufficient conditions under which
the set of initial conditions for which the trajectories of the
Lur’e system are convergent has measure zero. Theorem 3.6
is applicable to discrete-time Lur’e systems with piecewise-
C! nonlinearities for which the derivative of the closed-loop
dynamics may be singular on a set of measure zero. The need
to consider piecewise-C! nonlinearities is motivated by their
role in nonlinear system identification [9], [47], [48], [49].
Note that in the case where feedback nonlinearity is C' and
the derivative of the closed-loop dynamics is everywhere non-
singular, Theorem 3.6 follows from Theorem 2 in [50], which
studies the divergence of equilibria rather than self-excited
behavior.

The main result of the present paper is Theorem 3.9, which
depends on Theorem 3.6 and provides sufficient conditions for
the Lur’e system to be self-excited. Unlike [43], [44], [45],
[46], Theorem 3.9 does not use frequency-domain results.
Furthermore, note that affinely constrained, piecewise-C!
nonlinearities, as defined in Definition 3.7, include bounded,
non-smooth, and saturation nonlinearities, which implies that
Theorem 3.9 provides results for systems not considered
in [43], [44] and extends the results of [45]. Finally, un-
like [46], Theorem 3.9 makes no assumption about the
frequency content of the self-excited response and provides
sufficient conditions under which the set of initial conditions
that do not give rise to the periodic response have measure
Zero.

The contents of the paper are as follows. Section II
introduces the discrete-time Lur’e system, which involves
asymptotically stable linear dynamics in feedback with a
memoryless nonlinearity, and analyzes its equilibrium proper-
ties. Section III defines affinely constrained nonlinearities and
provides sufficient conditions under which the discrete-time
Lur’e system possesses a bounded, nonconvergent response
for almost all initial conditions. Finally, Section IV presents
a numerical example that illustrates the assumptions for
self-excitation presented in Section III. Fig. 1 shows the de-
pendencies of the results in this paper.

Nomenclature and terminology: R E (—00, ), N E
{1,2,...},C denotes the complex numbers, | -| denotes
the Euclidean norm on C", and z € C denotes the
Z-transform variable. For G C R”, cl(G) denotes the
closure of G, dim(G) denotes the dimension of G, and, as
stated in Definition 3.1, iso(G) denotes the set of isolated
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FIGURE 1. Result dependencies.

FIGURE 2. Discrete-time Lur'e system.

points of G, and acc(G) denotes the set of accumulation
points of G. For GCR"HCR" and F eR™",
define the mapping FG 2 {Fx e R" :x € G}, the inverse
mapping F~'H 2 {x e R": Fx € H}, and the kernel of a
linear map ker F/ e {xeR":Fx=0}. For GCR", and
RS RLTE NG 2 (xeR: f(x) €G),  and,
for all k> 1./ = fo f5 f-1(G) = £ (£ 74(G)). For
(Lebesgue) measurable G C R", u(G) denotes the measure
of G. For x € R" and ¢ > 0, B, (x) denotes the open ball of
radius ¢ centered at x. Positive-definite matrices are assumed
to be symmetric. For A € R"*" spr(A) denotes the spectral
radius of A,||A|l denotes the maximum singular value of
A, and, if Ais positive definite, then Anpin(A) denotes the
eigenvalue of A of minimum magnitude and Apyax(A) denotes
the eigenvalue of A of maximum magnitude. The terminology
“limy_ o a; exists” implies that the indicated limit is finite.
The (Fréchet) derivative of f : R™ — R”" is the n x m matrix
(that is, the Jacobian) denoted by f”(x).

Il. ANALYSIS OF THE LUR’E SYSTEM

Let G(z)=C(zl —A)"'B be a nonzero, strictly proper,
discrete-time, single-input single-output (SISO) transfer func-
tion, and let (A, B, C) be a realization of G with state x;, € R”
at step k, let ¢ : R — R, and let v € R. The results of this
paper do not require that (A, B, C) be a minimal realization of
G; however, since G is not the zero transfer function, it follows
that B is nonzero and thus injective and C is nonzero and thus
surjective. Then, for all kK > 0, the discrete-time Lur’e system
in Fig. 2 has the closed-loop dynamics

Xer1 = Axg + B(@(yr) +v), (H
Yk = Cxy, ()
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and thus
k—1
xe =A% + Y ATB(g () + v), 3)
i=0
k—1
W = Cx = CA'xg + ) CAY ' IB(g(v) +v). ()
i=0

Note that (1), (2) can be written as
X1 = f (), ®)

where f(x) = Ax + B(¢(Cx) +v). Note that, in the case
where ¢ is continuous, f is continuous and thus measurable,
which in turn implies that, for all k > 1, f k is measurable.

Definition 2.1: (1), (2) is self-excited if, for all v € R, the
following hold:

i) For almost all xg € R", limy_, 5, x; does not exist.

ii) Forall xo € R", (x;)72, is bounded.

Note that i) and ii) are the discrete-time analog of “os-
cillations in the sense of Yakubovich” [21], [27], [51], [52].
Furthermore, note that i) holds if and only if u({xo € R":
limy_, oo x; exists}) = 0. The following result concerns the
measure of the set of initial conditions for which the output
converges.

Proposition 2.2: Assume that spr(A) < 1 and ¢ is contin-
uous, and let v € R. If u({xp € R” : limy_, o, Xy exists}) = 0,
then u({xg € R" : limy_, o y exists}) = 0.

Proof: Letv € R, and define

A . .
Xo = {xo € R": lim x; exists},
k— 00

A . .
Yo = {xp € R" : lim y; exists}.
k— 00

Note that Xy can be written as

n. ny ) l
x=MU N {xeR e — f (")”<K}'

keNNeNny,np>N
(6)

Since f k is measurable for all k > 1, and since the right-hand
side of (6) constitutes countable unions and intersections of
measurable sets, it follows that X is measurable. For all
X0 € Yo, limy_, o (¢ (yx)+v) exists, and thus, since spr(A) <1,
it follows from (3) that, for all xo € Yy, limy_, o X; exists,
and thus Yy € Xj. Hence, in the case where u(Xp) = 0,0 <
w(¥p) < u(Xo) =0, and thus p(Yp) = 0. O

Definition 2.3: x € R" is an equilibrium of (1), (2) if x is a
fixed point of f, that is,

x = f(x) = Ax + B(¢(Cx) + v). (7)
When I — A is nonsingular, define
xe = (I —A)"'By ®)
and note that
Cxe = G(1)v. 9
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The following result establishes useful properties of G, ¢ and
the equilibria of (1), (2). These properties motivate assump-
tions that are invoked in the paper. Note that similar equilibria
results arise when studying the converging-input converging-
state property for discrete-time Lur’e systems, as show in [53].

Proposition 2.4: Assume that [ — A is nonsingular. Then,
the following hold:

i) x € R" is an equilibrium of (1), (2) if and only if

x=(I—A)""B(@(Cx)+v). (10)
ii) Ifx € R" is an equilibrium of (1), (2), then the following
hold:
a) Cx = G(1)(¢(Cx) + v).
b) (Cx) = —v if and only if x = 0.
c) If GA)=0, then Cx=0 and x=
(I —A)"'B(¢(0) +v) is the unique equilibrium of
(1), ().
d) If Cx = 0, then either G(1) = 0 or v = —¢(0).
e) If p(Cx) = 0, then x = x..
iii) The following are equivalent:
a) Xe is an equilibrium of (1), (2).
b) $(Cxe) = 0.
¢) p(G(1)v) =0.
iv) If G(1) # 0, then the following are equivalent:
a) xe is an equilibrium of (1), (2).
b) $(Cxe) = 0.
¢)v € g~ (0)).
v) If G(1) = 0, then the following are equivalent:
a) (0) = 0.
b) x. is an equilibrium of (1), (2).
) Xe is the unique equilibrium of (1), (2).

The proof of Proposition 2.4 is given in the appendix. Note
that the converse of Proposition 2.4-ii)e) is true and is given
by iii).

In the following result, /) implies that every convergent state
trajectory of (1), (2) converges to an equilibrium solution.
Under stronger sufficient conditions, ii) implies that every
convergent state trajectory of (1), (2) converges to the unique
equilibrium solution given by (8).

Proposition 2.5: Assume that ¢ is continuous. Then, the
following hold:

1) If x00 2 limg_, o X; €xists, then x is an equilibrium of
(1), (2).

it) If I — A is nonsingular, G(1) = 0, and ¢(0) = 0, then
the following hold:

a) If xs0 = limy_, oo X; eXists, then xoo = Xe.
b) {xp € R" : limy_, o X; exists}={xg € R" : limy_, o
X = Xel.

Proof: To prove i), note that, since ¢ is continuous, it
follows that f is continuous, and thus f(xs) exists and
limy_ . f(x) = f(xs). Hence, (5) implies that xo =
limyg 00 X = Mg 00 Xpp1 = limgoo fO) = limy i
f(x) = f(xx), and thus it follows from (7) that x, is an
equilibrium of (1), (2).
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To prove ii)a), note that i) implies that x, is an equilibrium
of (1), (2). Since I — A is nonsingular, G(1) = 0 and ¢(0) =
0, Proposition 2.4v implies that x. is the unique equilibrium
of (1), (2). Hence, xo0o = Xe.

To prove ii)b), note that “C” follows from ii)a). Finally,
“D” is immediate. U

I1l. SELF-EXCITED DYNAMICS OF THE LUR’E SYSTEM

This section presents sufficient conditions under which the
Lur’e system (1), (2) with an affinely constrained nonlinearity
is self-excited. Section III-A shows some preliminary results
about accumulation points and the application of the inverse
mapping of the linear operator C to a set with no accumu-
lation points. Section III-B defines piecewise continuously
differentiable functions, and presents results on the repeated
application of the inverse mapping of f, with piecewise con-
tinuously differentiable ¢, to a set of measure zero. Section
III-C shows results about the nonconvergence of the solutions
of the considered Lur’e system, which depend on the results
introduced in Section III-B. Section III-D introduces the defi-
nition of affinely constrained functions. Finally, Section III-E
presents results on the boundedness of the solutions of the
Lur’e system, and uses these results along with results in
Section III-C to show that the Lur’e system is self-excited
under the given assumptions.

A. PRELIMINARY RESULTS

Definition 3.1: Let B C R". Then, z € B is an isolated point
of B if there exists ¢ > 0 such that B.(z) N (B\{z}) = @.
Furthermore, z € R" is an accumulation point of B3 if, for all
e > 0,B.(z) N (B\{z}) # @. The set of accumulation points
of B is denoted by acc(B), and the set of isolated points of B
is denoted by iso(B).

Note that z € acc(B3) if and only if there exists (xl-)?il -
B\{z} such that lim;_ ~ x; = z. Furthermore, note that z €
acc(B) need not be an element of B. In fact, cl(B)\B C
cl(B)\iso(B) = acc(B), and thus acc(3) = & if and only if
B = iso(B).

The following lemma applies the inverse mapping of C to
a set with no accumulation points. The proof proceeds by first
showing that the set with no accumulation points is countable,
which is then used to show that applying the inverse mapping
of C yields a countable set of hyperplanes of measure zero.

Lemma 3.2: Let A C R, assume that acc(A) = &, and de-

fine B 2 C~'A C R", and thus A = CB3. Then, the following
hold:
) uB) =0.
ii) B is closed.
iii) B is the countable union of translates of a proper sub-
space of R".

Proof: i)-iii) are true when A is empty; hence assume A
is not empty. First, we show that A is countable. Let m € N,
and suppose that A N B,,(0) is infinite. Since the closure of
ANB,(0) is compact, it follows that .4 N B,,(0) contains a
convergent sequence whose limit is an accumulation point
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of A, which is a contradiction. Hence, A N B,,(0) has a fi-
nite number of elements. Thus, A = U;cn(A N B (0)) is the
union of a countable number of finite sets and thus is count-
able.

To prove i), note that 3 can be written as

B=|J¢,.

yeA

(1)

where, for all y € A, C 2 {x € R" : Cx = y} is a hyperplane
and 11(Cy) = 0. Since A is countable, it follows from (11) that

nB=p(lJe ]| =) ncH=0.

yeA yeA

12)

To prove ii), note that, since acc(A) = &, it follows that
A = iso(A), and thus A is closed. Hence, B is closed. Finally,
to prove iii), since A is countable, write A = {t,, e R:m €
N} and, for all m € N, let x,,, € R" satisfy Cx;, = t,,,. Then,
B=kerC+ {x, e R" :m e N} =U} ,(x,, +kerC). Since
it is assumed in Section II that n > 2, it follows from the rank-
nullity theorem that dim(ker C) = dim(R") — dim(R) = n —
1 € (0, n). Hence, dim(ker C) < n and dim(ker C) # {0}, and
thus ker C is a proper subspace of R". Therefore, B is the
countable union of translates of a proper subspace of R”. [J

B. PIECEWISE-C' FUNCTIONS
Definition 3.3: ¢ is piecewise continuously differentiable
(PWC!) if the following hold:

1) ¢ is continuous.

ii) Define R 2 {y e R: ¢'(y) exists and ¢’ is continuous

at y}. Then, S = R\R has no accumulation points.

iii) Forally € 8, lim;40¢'(y + 1) and lim, o ¢'(y + 1) ex-

1St.

Note that, if ¢ is C! thenS = 2.

As an example, consider ¢(y) = y*sin(1/y) for y # 0 and
¢(0) = 0. Then, ¢'(y) =2ysin(1/y) — cos(1/y) for y#0
and ¢'(0) = 0. Hence, R = R\{0} and S = {0}. However,
neither lim;o ¢'(¢) nor lim, o ¢’(¢) exist, and thus ¢ is not
PWC!.

Note that, in the case where ¢'(y), lim;49¢'(y +1), and
lim, o ¢'(y + 1) exist, it follows that ¢'(y) = limsyo @' (y +
1) = lim, o ¢'(y + 1), and thus ¢’ is continuous at y. There-
fore, if ¢ is PWC! and y € S, then ¢’(y) does not exist, even
though ii7) holds. Furthermore, ii) holds if and only if each
bounded subset of R contains a finite number of elements of
S.

Assume that ¢ is PWCL!. Then, since C is surjective, as

mentioned in Section II, define D £ C'Rand & 2 cls=
R™\D so that R = CD and S = CE. If x € D, then f'(x) =
A + ¢'(Cx)BC. Note that, in the case where G(1) = 0, it fol-
lows that f'(x.) = f/(0) = A + ¢’(0)BC. Finally, define

Ro =2 {yeR:A+¢ (y)BCissingular} CR,  (13)
Dy 2 'R, (14)
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It thus follows that

Do ={x€D: f(x) issingular}. (15)

Proposition 3.4: Assume that ¢ is PWC! and acc(Rg) =
&. Then, Dy and & are closed and u(Dy) = () = 0.

Proof: Since acc(Rg) = acc(S) = @, Dy = C~'Ry, and
£ =C"'8,i) and ii) of Lemma 3.2 imply that Dy and & are
closed and u(Dy) = u(€) = 0.

The following lemma states that the repeated application
of the inverse mapping of f with PWC!¢ to a subset of
measure zero results in a subset of measure zero in the case
where acc(Rg) = . The proof shows that, for set P of pos-
itive measure, there exists an element x of R"\(Dy U £) and
a neighborhood around x, U,, on which f’ is nonsingular,
such that PU U, has positive measure, which is then used to
show that f(PU U, ) has positive measure and thus f(/P) has
positive measure. A contrapositive argument is then used to
prove both results.

Lemma 3.5: Assume that ¢ is PWC! and acc(Ro) = @.
Then, the following hold:

i) Let P C R" be a measurable subset. If u(f(P)) =0,

then u(P) = 0.
ii) Let M C R" be such that u(M) = 0. For all k >
L u(f 5 (M)) = 0.

Proof: To prove i), Proposition 3.4 implies that Dy and £
are closed, and thus U = R™\ (Do U &) is open. Next, since
UN (Do U E) = @, it follows that f is C ! on ¢ and f'(x) is
nonsingular for all x € Y. The inverse function theorem thus
implies that, for all x € U, there exists an open neighborhood
U, CU of x and V, C R" of f(x) such that V, = f(U,),f is
bijective on Uy, and f~! is C' on V, [54, Theorem 9.17],
which implies that, for allx e U, f : U, — Vy isa C! diffeo-
morphism. Note that U,g,Uy is an open covering of U and
R" is a Lindeld f space [55, p. 96]. Hence, there exists a
countable subset J C U such that ¢/ € U, 47U, and thus, for
allx € 7, f : U — Vy is a C! diffeomorphism.

Next, suppose that w(P) > 0. Then, since w(Dy) =
n(€) = 0 and Dy, &, and U are disjoint,

W(P) = w(PN Do) +u(PNE + Y u(PNik)
xeJ

= > w(PNi),
xeJ

which implies that there exists x € J such that u(PnN
Uy) > 0. Since, for all x € U,, f’(x) exists and is nonsingu-
lar, the change of variables theorem implies

| det f(x)|d p(x) >0,
Py

w(f(PNU )= du(y)=

S(PNUy )

and thus u(f(P)) > 0. Hence, it follows from contraposition
that u(f(P)) = 0 implies that «(P) = 0.
To prove ii), since f(f~1(M)) € M, it follows that

0 < u(f(f ' (M) < pM) =0,
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and thus

n(fF M) = 0. (16)
Hence, it follows from (16) and ii) with P = f~1(M)
that z.(f~'(M)) = 0. Finally, induction implies that, for all
k=1 u(f~ M) =o0. O

C. NONCONVERGENCE OF THE SOLUTIONS OF THE LUR’E
SYSTEM
Theorem 3.6 provides sufficient conditions under which the
set of initial conditions for which the state trajectory of (1),
(2) converges has measure zero, that is, for almost all initial
conditions, the state trajectory of (1), (2) is nonconvergent.
Note that, under the assumptions of Theorem 3.6, x. is the
unique equilibrium of (1), (2), f'(xe) is nonsingular and has
at least one eigenvalue with magnitude greater than 1, and f’
is nonsingular almost everywhere. The proof of Theorem 3.6
uses the stable manifold theorem to show that all convergent
responses converge to a set of measure zero, after which
Lemma 3.5i7) is used to complete the proof.

Theorem 3.6: If I — A is nonsingular, G(1) = 0, ¢(0) = 0,
¢ is PWC!, ¢/(0) exists, acc(Rg) = @,spr(f(xe)) > 1,
and f’(xe) is nonsingular, then wu({xo € R" :limy_, o0 xx
exists}) = 0.

Proof: Proposition 2.4v) implies that x. is a fixed point

of f. Since spr(f’(xe)) > 1, define Xé Xe + )V, where Y
is the proper subspace of R" spanned by the generalized
eigenvectors associated with the eigenvalues of f’(x.) whose
magnitude is less than or equal to 1.

Since f’(x.) is nonsingular, the inverse function theo-
rem implies that there exist open neighborhoods U C R”
of xe € U and V C R" of f(xe) such that V = f(U), f is
bijective on U, and f~! is continuously differentiable on
V [54, Theorem 9.17]. Then, the stable manifold theorem
(Theorem IIL.7 in [56, pp. 65, 66]) implies that there exist a
local f-invariant C' embedded disk YW C R" and a ball B,,
around x. in an adapted norm such that )V is tangent to X" at
Yo fOV) N By, € WWy, = 052 fP(By,) C W, and, since
spr(f’(xe)) > 1, W has codimension of at least 1, and thus
u(W) = 0. Furthermore, since W,, C W, u(W,,) = 0.

Next, let xo € {xo € R" : limy_, oo xx = Xxe}, and note
that there exists k; > 1 such that, for all & > ki, fk(x()) €
By., which in turn implies that fkl( Xx0) € W,.. This,
in turn, implies that xo e U7, f _k(er), and thus
{xo € R" : limg_ o0 X = X} C U,‘:ozof_k(er). Hence, since
u(Wy,) = 0, Lemma 3.5ii implies that

pllxo € R ¢ lim 2 = xe}) < (U fk(er))

k=0

=Y u(f ) =0,
k=0
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FIGURE 3. ¢(y) = g(y) + h(yy), where g and h are given by (17) and (18),
andy=4,¢=3,7=20,u =0.125,s5; = —1, s, = 1.5. In this case, ¢ is
affinely constrained by (o, o), Where ¢ = 2ys; = —8 is the slope of the
red, dashed line segments, and o}, = 2ys;, = 12 is the slope of the green,
dashed line segments.

which, with Proposition 2.5i7)b), implies that

uw({xo € R": lim x; exists}) = 0. O
k— 00

Note that the assumptions of Theorem 3.6 do not imply that
the solutions of (1), (2) are bounded. Definition 3.7 is used in
Theorem 3.9 i) to state assumptions under which, for all initial
conditions, the solution of (1), (2) is bounded.

D. AFFINELY CONSTRAINED FUNCTIONS
Definition 3.7: ¢ 1is affinely constrained if there exist
a1, op, S, Sp € R and p > 0 such that 51 < sy and such that,
for all y < s1, [¢(y) — a1yl < p and, for all y > sn, [¢p(y) —
any| < p. Furthermore, ¢ is affinely constrained by (o, o).
Note that, under Definition 3.7, every continuous and
bounded nonlinearity ¢ is affinely constrained by (0, 0). The
following example illustrates Definition 3.7.
Example 3.8: Lety, ¢, n, 1, s1, sn € R, where u #£ 0, 51 <
0 < sy, let ¢(y) = g(y)+ h(yy), where g, h: R — R are
given by

2
A . y =2
= ¢ tanh(y) sin(ny) + ewm” (17
8(y) = ¢ tanh(y) sin(ny NeETE )
. SE+2s =), Y < s,
h(y) = 1%, y € (81, 8n), (18)
st 4 2sm(y — sn), ¥ = sh.

Since there exist s > max({—sj, sp}) and p > |¢| such that,
for all y ¢ [—s, s],g(y) € [—p, pl, it follows that, for all
V< =5, 16 — 2ysiyl = |g(v) — 52| < p + 57, and, for all
y > 5, 1) = 2ysnyl = g() — spl < p +s;. Hence, ¢ is
affinely constrained by (2ysj, 2ysy). Fig. 3 shows ¢(y) for
all ye[-3,3] when y =4, =3,n=20,u =0.125, 51 =
—1,shy = 1.5. In this case, ¢ is affinely constrained by

(=8, 12). O

E. BOUNDEDNESS OF SOLUTIONS OF THE LUR’E SYSTEM

Theorem 3.9 i) below provides sufficient conditions under
which (1), (2) is bounded for all initial conditions. Further-
more, under the assumptions of Theorem 3.6 and Theorem
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3.9 1), Theorem 3.9 ii) shows that (1), (2) is self-excited.
Note that the assumptions of Theorem 3.9 i) include the
asymptotic stability of the linear dynamics of the Lur’e system
and their feedback interconnection with linear mappings that
correspond to the affine constraints that bound ¢, as well as
the positive definiteness of a set of matrices. The last assump-
tion can be interpreted as the feasibility of the linear matrix
inequality (LMI) shown in (21). The proof of Theorem 3.9
i) follows from rearranging the closed-loop dynamics as a
switched linear system with bounded input, and using a com-
mon, quadratic Lyapunov function and input-to-state stability
results.

Theorem  3.9: Assume [ —A is nonsingular,
spr(A) < 1,G(1) =0, ¢ is continuous, and ¢(0) =0,
let o, ap € R, assume ¢ is affinely constrained by (o, ap),

define A = A+ oBC and Ay 2 A+ apnBC, and assume
that spr (A;) < 1 and spr (Ap) < 1, and assume there exists
positive-definite P € R"*" such that P — ATPA, P — A PA,,
and P —AEPAh are positive definite. Then, the following
hold:

i) Forall xo € R", (x;)72; is bounded.

i) Assume that ¢ is PWC! and differentiable at O,
acc(Ro) = &, spr(f’(xe)) > 1, and f’(x.) is nonsingu-
lar. Then, (1), (2) is self-excited.

Proof: To prove i), let s < sy and p > 0 be such that, for

all y € (—o0, 511, |¢(y) — a1y| < p, and, for all y € [sp, 00),
|p(y) — any] < p. Forall k > 0, (1) can be rewritten as

(A 4 o BC)xy

+B(p(Cxy) — aiCxy +v), Cxp < sy,

Xi+1 = Axp + B(@(Cxy) + v), Cxg € (s1,5n), (19)
(A + anBC)x;
+B(¢(Cxi) — anCx +v),  Cxi > sn.
Furthermore, defining
Ay, Cxi <y,
Ay 2 A, Cxi € (81, 5n),
Ap,  Cxi = sp,
P(Cxp) —aiCxi +v,  Cxi < sy,
A
Vg = 4 ¢(Cxy) + v, Cxy € (81, Sn),
d(Cxp) —anCxp +v,  Cxg > sn,

(19) can be written as
Xpy1 = Arxy + Buy. (20)

Since ¢ is continuous and affinely constrained by (o,
an), (V)p2, is bounded. Next, define positive-definite

O 2P—ATPA, Q2P-A"PA, 0,2 P—ATPA,,
and V (x) 2 xTPx. Then, for all k > 0, (20) implies

V(xs1) = Vixg)
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IEEE

(G

— CSS
—x3 Ok + 2x] AT PBv, + v BTPBy;,  Cxy < s, si(st 4+ ) + 35§ (v — s1) + usin((y —s1).  y < s,
= —x]fok + ZxEATPka + vaBTPka, Cxy € (s1, Sh), y3 + vy, y € (s1, Sn),
—x; Onxi + 20 Ay PBy + v BTPBv,  Cxi = sh. s1(sg +¥) + 355y — sn) + psin(n(y — sn)), ¥ = sn,
(22)
Hence, for all k > 0,
and let
V1) = V) < —yUxel) + e, 73 — 1122+ 0.88z — 0.78
G(z) = — 3 2 3 = @3
z* 4+ 0.123 +0.7722 — 103z — 7.8 - 10
where . .. ..
with minimal realization
A . -3 -3
V(r) = %mln({)\min(Ql)a Amin(Q), )\min(Qh)})rzy —0.1 -0.77 10 7.8-10 1
A 21APB*> 2ATPBP 2/AlPBJ? Tpp?2|.2 A= ! 0 0 0 , B= 0 ,
£ = [ma"{ T @) (@) xmi:<Qh>}+ |B"PB }r : 0 1 0 0 0
0 0 1 0 0
Since Vx € R”, )\min(P)HX”% <V < )\maxx(P)||x||§7 y and
¢ are continuous and strictly increasing, y(0) = ¢£(0) =0, C= [1 —1L.1 0.88 _0-78]'
d , L 3.5 of [57] implies that . L .
and ¢ (r) = 00 as r — 0o, Lemma of [57] implies tha Note that ¢ is not C' but it is PWC! with S=

(20) with input v is input-to-state stable. Since (vk),‘zio is

bounded, it follows that, for all xy € R", (xx)72.; is bounded.

Finally, ii) follows from i) and Theorem 3.6. O
Note that Theorem 3.9 assumes that the LMI

P 0 0 0
0 P—ATPA
OT 0 >0 (21
0 0 P —ATPA 0
0 0 0 P — Al PA,

is feasible, that is, there exists P € R*" such that the 4n x 4n
matrix in (21) is positive definite. Also, (21) holds with P =1
when ||A|| < 1, ||Al]l < 1, and ||An|| < 1.

The following result is a corollary of Theorem 3.9ii) in the
case where ¢ is bounded. In this case, ¢ is affinely constrained
by (0, 0), and thus A] = A, = A, which implies that (21) is
feasible if and only if spr(A) < 1.

Corollary 3.10: Assume I — A is nonsingular, G(1) = 0,
and ¢(0) = 0. Furthermore, assume spr(A) < 1,¢ is C!
and bounded, spr(A + ¢'(0)BC) > 1, and, for all y € R,
A + ¢'(y)BC is nonsingular. Then, (1), (2) is self-excited.

IV. NUMERICAL EXAMPLE
We now present an example to illustrate Theorem 3.9. In ad-
dition, a variation of this example shows that, if the feasibility
of (21) is omitted from the hypotheses of Theorem 3.9, then
the resulting statement is false. In particular, when (21) is not
feasible, for a certain choice of ¢, the response of (1), (2)
exhibits divergence for various initial conditions, which shows
that the system is not an SES. The feasibility of the LMI in
(21) is determined by using the Matlab function feasp, which
provides a feasible solution within numerical tolerance if and
only if one exists.

Example 4.1: Letv =5, lety, u, n, s1, sp € R, where u,
are nonzero and s; < 0 < sp, let ¢ be given by

() =
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{s1,sn}, for all y <si, [p(y) —3siy| = |usin(n(y — 5)) —
253 < |l +2lsi’, and, for all y = sy, |$(y) — 3s2y| =
| sin(n(y — s1)) — 2sp| < |l + 2|sn|>. Hence, ¢ is affinely
constrained by (3s12, 3sﬁ). Next, root-locus properties imply
that A + ¢'(y)BC is singular if and only if ¢’(y) = 0.01. For
ally € R, ¢’ is given by

3sf + uncos(n(y — s1)), ¥ < si,
') =137+, ¥ € (51, 5n),
3s2 + pncos((y —sn)), Y > sh,

which implies that
Ro C {=/10.01 — y[/3,/10.01 — y[/3)

U{ye R:y < s and 0.01 —3s12=/u7 cos(n(y — s1))}

U{yeR :y > sy and 0.01 —3s2 = un cos(n(y — sn))},

which implies that acc(Ro) = &. Furthermore, / — A is non-
singular, spr(A) < 1, G(1) =0, and ¢(0) = 0.

In particular, for y = 1.5, 0 =0.1,n =40, s = —0.29,
sp = 0.29, it follows that spr(A + 3s123C) < 1,spr(A +
3sﬁBC) < 1, and spr(f’(xc)) > 1. Furthermore, (21) is fea-
sible with

P=
2.34 —1.05-107! 1.14 —1.13- 107!
—1.04-1071 1.74 —1.07-1071 6.35-107!
1.14 —1.07-107! 1.21 —3.58-1072
—1.13-107' 635.1007 —3.58.1072 6.10-107!

Hence, the assumptions of Theorem 3.9 hold. Accordingly,
Fig. 4 shows that, for the indicated initial states, the response
of (1), (2) is bounded and does not converge.

Furthermore, for y = 1.5, 4 =0.1,n =40, s = —0.29,
shn = 0.62, it follows that spr(A + 3s12BC) < 1,spr(A +
3sﬁBC) < 1, and spr(f’(xe)) > 1. However, (21) is infeasi-
ble. Hence, the assumptions of Theorem 3.9 are not satisfied.
Fig. 5 shows that the response of (1), (2) is unbounded for
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FIGURE 4. Example 4.1: Response of (1), (2) for G given by (23), v =5, ¢ is
given by (22), and y = 1.5, u = 0.1, n = 40, s; = —0.29, s;, = 0.29. For all

k € [0, 300], a) shows y, forxo =[2 4 4 2]". For all k € [0, 300], b) shows
yi forxo =[-2 4 —4 2]". For all k € [0, 300], c) shows x, for all

Xo € {—4,-3,...,4) x {4} x {—4, -3, ..., 4} x {2}. d) is a magnified
version of c). For all k € [200, 300], the gray lines follow the trajectory
from each initial state. .
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FIGURE 5. Example 4.1: Response of (1), (2) for G given by (23), v =5, ¢ is
given by (22), and y = 1.5, 1 = 0.1, y = 40, 5; = —0.29, s, = 0.62. For all

k € [0, 600], a) shows y, for xo =[2 4 4 2]". For all k € [0, 600], b) shows
yi forxo =[-2 4 —4 2]". For all k € [0, 600], c) shows x; for all

Xo € {—4,-3,...,4} x {4} x {—4, -3, ..., 4} x {2}. d) is a magnified
version of c). For all k € [580, 600], the gray lines follow the trajectory
from each initial state. .

some initial states, which reinforces the statement that bound-
edness is not guaranteed for all initial states in the case where
(21) is infeasible. O

V. CONCLUSIONS AND FUTURE WORK

This article considered discrete-time Lur’e systems whose
response is self-excited, i.e., it is 1) bounded for all initial con-
ditions, and 2) nonconvergent for almost all initial conditions.
These models involve asymptotically stable linear dynamics
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with a washout filter connected in feedback with a piecewise-
C! affinely constrained nonlinearity. Sufficient conditions on
the growth rate of the nonlinearity were given under which
the system is self-excited. Future work will focus on deriving
analogous results for multiple-input, multiple-output (MIMO)
systems.

APPENDIX
Proof of Proposition 2.4. To prove i), since [ — A is nonsingu-
lar, it follows that (7) and (10) are equivalent.

To prove ii)a), note that i) implies Cx = C(I —A)!
B(¢(Cx) +v) = G(1)(¢(Cx) +v). To prove necessity in
ii)b), note that (10) implies x = 0. To prove sufficiency in
ii)b), note that (10) implies B(¢(Cx)+ v) = 0. Since B is
nonzero, it follows that ¢(Cx) = —v. To prove ii)c), note
that, since G(1) =0, it follows that ii)a) implies Cx =
G(1)(¢(Cx) + v) = 0. Furthermore, since / — A is nonsingu-
lar, (10) implies that x = (I — A)~'B(¢(0) + v) is the unique
equilibrium of (1), (2). To prove ii)d ), note that, since Cx = 0,
it follows from ii)a) that G(1)(¢(0) + v) = 0, which implies
that either G(1) = 0 or v = —¢(0). To prove ii)e), note that,
since ¢(Cx) = 0, (8) and (10) imply x = xc.

To prove iii), (9) implies iii)b) <= iii)c). Next,
we show that iii)a) = iii)b) and iii)b) = iii)a). To
prove iii)a) = iii)b), note that (10) implies x. = (I —
A 'B(¢p(Cxe) +v) = (I —A)"'Bu, which implies
¢(Cxe) = 0. To prove iii)b) = iii)a), note that x = (I —
A)"'Bv = (I — A)"'B(¢(Cx.) + v). Hence, i) implies x is
an equilibrium.

iv) follows from iii) when G(1) # 0.

To prove v), we show v)c) = v)b) = v)a) = v)c).
v)c) = v)b) is immediate. Next, since G(1) =0, (9) im-
plies Cxe = G(1)v = 0. Hence, iii) with Cx. =0 implies
that ¢(Cx.) = ¢(0) =0, and thus v)b) = v)a). Finally,
since G(1) = 0, ii)c) implies that x = (I — A)"'B(¢(0) + v)
is the unique equilibrium of (1), (2). When ¢(0) =0,x =
(I —A)"'Bv = x, is the unique equilibrium of (1), (2), and
thus v)a) = v)c). O
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